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Abstract. In this paper is presented a new hybridized continuous / discontinuous Galerkin
formulation via continuous trace space for the Stokes problem. The method possesses unique
features which distinguish itself from other methods. One of these features is that all the dis-
continuous variables are eliminated at element level as function of continuous trace variable,
reducing thus the number of degrees of freedom and consequently the global system. Continu-
ity and weak coercivity are presented in a suitable norm for the proposed formulation. Error
estimates are also well established for velocity and pressure. Numerical experiments with the
problem having smooth solution confirm the error estimates as well as the robustness of the
formulation presented in this paper. Also, the numerical experiments with the classical cav-
ity problem showed that the method presented here possessesa good ability for capturing the
singularities of the pressure on the corners.
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1 INTRODUCTION

Discontinuous Galerkin (DG) methods have been used to solvea wide variety of problems,
including structural mechanics, fluid mechanics, electromagnetic, among others. Discontinuous
Galerkin methods are closely related for using broken function spaces. Important contributions,
mainly involving fluids, have shown advantages over continuous Galerkin (CG) methods are
presented in Arnold et al. (2001); Baumann & Oden (1999); do Carmo & Duarte (2000); Reed
& Hill (1973). The main property of DG methods is to allow a better compatibility between
the spaces of velocity and pressure, but this is only possible if the problem is formulated in the
element level and the continuity is being weakly imposed between the elements. However, it
is important to mention that the DG methods are more costly than the usual CG formulation,
because they introduce a significant increase in the degreesof freedom of the problem.

Based on the better properties of classical discontinuous Galerkin methods, new discon-
tinuous Galerkin formulations have been developed to preserve the main properties of classical
Galerkin discontinuous methods, as well as, through appropriate static condensation at the ele-
ment level, reduce the number of degrees of freedom to the same order as the usual continuous
Galerkin formulations. Hughes et al. (2006) is the pioneering work in the construction of a new
discontinuous Galerkin formulation with these properties. This formulation is based on a kind
of continuous / discontinuous formulation, with the discontinuous component being eliminated
at the element level in terms of the continuous component. Hybridized discontinuous Galerkin
(HDG) methods presented in Cockburn et al. (2005); Nguyen etal. (2010); Cockburn et al.
(2011); Egger & Waluga (2013) also preserve these properties. In these formulations, the trace
spaces are continuous in the interior of edges or faces, but discontinuous on the boundary of
edges or faces.

Recently, motivated by do Carmo et al. (2014), a new hybridized continuous / discontinu-
ous Galerkin formulation with the trace space being continuous was developed for the Stokes
problem. In the proposed formulation, all the discontinuous variables are eliminated at element
level as function of continuous trace variable. Thereby, the number of degrees of freedom is
reduced, which generates a smaller global system than the usual hybridized formulation and the
CG formulation.

The paper is organized as follows. In Section 2, we introducethe Stokes problem. The
hybridized continuous / discontinuous formulation associated to the model problem is presented
in Section 3. Consistency analysis and an analysis of the continuity and weak coercivity in an
adequate norm are presented in Section 4. Moreover, an errorestimates are also well established
for velocity and pressure. Numerical results are presentedin Section 5 in order to to verify the
robustness and accuracy of the proposed formulation. Finally, in Section 6 we present some
conclusions and remarks.

2 THE STOKES PROBLEM

Let Ω ⊂ R
N(N ∈ {2, 3}) be an open bounded domain having Lipschitz continuous

smooth piecewise boundary denoted byΓ. The model problem consists of finding(u, p) ∈
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([H1
div(Ω)]

N × (H1(Ω) ∩ L2
0(Ω))) such that







−div(G∇u) +∇p = f and div(u) = 0 a.e. in Ω,

u = g on Γ,
(1)

where[H1
div(Ω)]

N = {u ∈ [H1(Ω)]N ; div(G∇u) ∈ L2(Ω)}, f ∈ [L2(Ω)]N , u denotes the
velocity field,p denotes the pressure,g ∈ [H1/2(Γ)]N ∩ [C0(Γ)]N , the spacesH1/2(Γ), C0(Γ),
L2(Ω), H1(Ω) as well as the respective product spaces[H1/2(Γ)]N , [C0(Γ)]N , [L2(Ω)]N and
[H1(Ω)]N are as defined in Adams (1975) and the spaceL2

0(Ω) = {v ∈ L2(Ω);
∫

Ω
vdΩ = 0}.

ConsiderG ∈ H1(Ω) ∩ C0(Ω ∪ Γ) and satisfying0 < G0 ≤ G ≤ Ḡ in Ω, whereG0

andḠ are positive real constants. Here,G is the dynamic viscosity. Moreover, it is assumedg

satisfying the compatibility condition
∫

Γ
g ·ndΓ = 0, wheren is the outward normal unit vector

defined almost everywhere onΓ.

Henceforth, we considerx · y as being the usual scalar product between two vectorsx and
y belonging toRm (m > 1 being an integer) as well asA ·B the usual scalar product between
two arbitrary matricesA andB of ordern×m (n > 1 being an integer) and‖◦‖ the Euclidean
norm.

3 THE HYBRIDIZED CONTINUOUS / DISCONTINUOUS GALERKIN
FORMULATION VIA TRACE SPACE

In this section we will obtain a hybridized continuous / discontinuous Galerkin formulation
via trace space for the problem presented in (1). However, firstly, we need to introduce the set
Mh = {Ω1, . . . ,ΩNe} formed by non degenerate finite elementsΩi (i = 1, . . . , Ne), with Mh

being a partition of domainΩ ⊂ R
N(N ∈ {2, 3}), satisfying the conditions imposed by the

finite element methods. As defined in Ern & Guermond (2004) this partition is quasi regular,
such that the constants of inverse estimates only depend on the polynomial degree, i.e. being
independent of the mesh parameters. We also consider that the diameter ofΩi and its boundary
are denoted byhi andΓi, respectively. Also, for any functionF , defined inΩ, we denote by
Fi its restriction toΩi. Moreover, we assume thatGi ∈ C∞(Ωi ∪ Γi), whereGi is the usual
restriction ofG to Ωi. We define the following sets

Eh = {e; e is an face of elementΩi ; ∀Ωi ∈ Mh}, Eh,0 = {e ∈ Eh; e ⊂ Ω},

Γi,e = Γi ∩ e, ∀e ∈ Eh, Γint =
⋃

i

Γi,int and Γi,int =
⋃

e∈Eh,0

Γi,e. (2)

For each pairΩi andΩj such thatΓi ∩ Γj = e wheree ∈ Eh,0 , we define the new mesh
parameters associated to the faces of the elementshi,e = hj,e = inf{hi, hj}. Also, for each
l ≥ 0 being an integer, considerP l(Ωi) as being the space of polynomials of degree less or
equal tol in the local coordinates that define the standard element associated toΩi.

For eachp ∈ L2(Ω) we consider that its restriction toΩi is decomposed bypi = p̂i + pi,
wherep̂i denotes the null average component ofpi andpi the constant component of pressure.

With the goal of stabilizing the constant component of the pressure at the element level,
a continuous space of approximation of the velocity must have shape functions which assume
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non-zero value at the center of one face and zero in the other faces. This should happen for all
faces, as mentioned in Fortin (1981). For example, the condition is satisfied using polynomial
functions withl ≥ 2 for the caseN = 2. Thus, we can introduce the local space, for the case
(N = 2) and l ≥ l∗0 = 2 asP l,∗(Ωi) = P l(Ωi). The local space forN = 3 can be found in
do Carmo et al. (submitted).

Our next step is to define the approximation spaces for the velocity and pressure fields and
the trace space as follow

Hh,kv,N = {v ∈ [L2(Ω)]N ; vi ∈ [P kv,∗(Ωi)]
N} (kv ≥ l∗o),

P h,kp = {q ∈ E
1,p
0 ; qi ∈ P kp(Ωi)} (kp ≥ 0),

E
1,p
0 = {q ∈ L2

0(Ω); qi ∈ H1(Ωi)}, (3)

T h,kt,N = {r ∈ [C0(Γ ∪ Γint)]
N with r in Γi being the trace

of an element of[P kt,∗(Ωi)]
N onΓi} (kt ≥ l∗o).

The spaces defined in (3) will be used to define the bilinear forms to stabilize the component
of null mean. One of the main differences of our formulation in relation to the usual hybridized
methods is the definition of the spaceT h,kt,N , which is formed by continuous functions on
(Γ ∪ Γint).

Now, we need to introduce the appropriate bilinear forms forstabilizing the null average
component, for any value ofkp ≥ 0, for any degree of refinement and independent of the mesh
be affine or not. With this goal, we consider the projection operatorQi

proj(◦), which is defined
fromP kp(Ωi) into [P kv(Ωi)]

N and given by the variational problem: Find, for eachp ∈ P kp(Ωi),
the elementQi

proj(p) ∈ [P kv(Ωi)]
N that satisfies the following variational equation

∫

Ωi

Qi
proj(p) · vdΩ =

∫

Ωi

∇p · vdΩ ∀v ∈ [P kv(Ωi)]
N . (4)

If the mesh is affine andkv ≥ (kp − 1), thenQi
proj(p) = ∇p, ∀p ∈ P kv(Ωi), therefore,

the null average component of the pressure is stabilized. However, we lose the property above
if the mesh is not affine orkv < (kp − 1).

To obtain a bilinear form to stabilize the null average component of the pressure at element
level, it is necessary to use the inequality

‖∇pi‖
2 ≤ 2

[

∥

∥Qi
proj(p)

∥

∥

2
+
∥

∥Qi
proj(p)−∇pi

∥

∥

2
]

, ∀Ωi. (5)

The second term of the inequality given in (5) suggests that if the variational formulation
has the bilinear form of projection defined by

a
h,i
proj(p, q) =

ρi,1

Gi

(hi)
2

∫

Ωi

(Qi
proj(p)−∇p) · (Qi

proj(q)−∇q)dΩ, ∀(p, q) ∈ [P h,kp]2, (6)

then this bilinear form, together with the variational problem given in (4), can stabilize the null
average component of the pressure if the mesh is affine or not for anykp ≥ 0. In Eq. (6),
ρi,1 > 0 is a real constant andGi is the average value ofGi in Ωi.

Note that, to introduce this bilinear form we need to introduce the term not consistent
∫

Ωi

∥

∥Qi
proj(p)−∇p

∥

∥

2
dΩ. Following that, an error estimate for this term must be presented.

This error estimate is given by the following proposition.
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Proposition 1. Considerkvp = inf{kv, kp}. If the mesh satisfies the shape-regular condition
according to Ern & Guermond (2004), then for eachΩi(i ∈ {1, . . . , Ne}), there exists a real
constantCP,0

i > 0 that is independent of the mesh parameters but possibly dependent ofkvp,
such that∀p ∈ P h,kp we have the following inequality

Ne
∑

i=1

∫

Ωi

ρi,1

Gi

(hi)
2
∥

∥Qi
proj(pi)−∇pi

∥

∥

2
dΩ ≤

Ne
∑

i=1

NC
P,0
i

ρi,1

Gi

(hi)
2(kvp+1)

× (‖pi‖H(kvp+1)(Ωi)
)2. (7)

Proof. Let p be an arbitrary element ofP h,kp. For anys ∈ P kp(Ωi), the elementωi =
Qi

proj(s) − ∇s + ∇s − vi is also an element of[P kv,∗(Ωi)]
N , ∀vi ∈ [P kv,∗(Ωi)]

N . Using
this fact and the variational Eq. (4) together with the Cauchy-Schwartz inequality, we obtain
∀vi ∈ [P kv,∗(Ωi)]

N the inequality

Ne
∑

i=1

∫

Ωi

ρi,1

Gi

(hi)
2
∥

∥Qi
proj(s)−∇s

∥

∥

2
dΩ ≤

Ne
∑

i=1

∫

Ωi

ρi,1

Gi

(hi)
2(‖∇s− vi‖)

2. (8)

Based on the usual inverse estimates and using the fact that the spaceP kvp(Ωi) has finite
dimension, we can obtain∀r ∈ P kvp(Ωi) the inequality

(hi)
2
(

‖∇r‖[Hkvp+1(Ωi)]N

)2

≤ C
inv,kvp
i

(

‖r‖[Hkvp(Ωi)]N

)2

, ∀r ∈ P kvp(Ωi). (9)

From the properties of approximation ofHh,kv,N , we can findvh,p ∈ Hh,kv,N such that

Ne
∑

i=1

∫

Ωi

ρi,1

Gi

(hi)
2
∥

∥∇pi − vh,p
∥

∥

2
dΩ ≤

Ne
∑

i=1

C
P,0,0
i

ρi,1

Gi

(hi)
2(hi)

2(kvp+1)

×
(

‖∇pi‖[Hkvp+1(Ωi)]N

)2

≤
Ne
∑

i=1

NC
P,0,0
i C

inv,kvp
i

ρi,1

Gi

(hi)
2(kvp+1) (10)

×
(

‖pi‖[Hkvp+1(Ωi)]N

)2

.

By defining the constantCP,0
i = C

P,0,0
i C

inv,kvp
i the result follows immediately from (8) and

(10).

Our formulation possesses another unique property which eliminates the discontinuous
components in function of the trace variable that are completely continuous. As a consequence,
we have a full static condensation of pressure at the elementlevel. We now define a penalty
bilinear form, at element level, only for the constant component of pressure as follows

b
i

p(q, r) =

∫

Ωi

λ∗(hi)
λ

Gi

qiridΩ with qi =

∫

Ωi
qidΩ

∫

Ωi
dΩ

, (11)
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whereq, r belong toL2(Ω), λ∗ andλ are given by

λ = sup{2kv, 2(kp + 1), 2kt + 1}, λ∗ ∈ {0, 1} ∪ Sλ∗ ,

Sλ∗ =







(dimensional unit ofhi)
−λ if hi has dimension,

∅ if hi is dimensionless.
(12)

Due to the choice of the parameterλ, in the penalty bilinear form, the usual convergence
rates will be maintained.

It is necessary to define the bilinear forms associated to theintegrals on faces of elements.
So, now we consider the parameters of stabilization defined as

βi,l = βi,∗ sup

{
∫

Γi
hi ‖(G∇v) : ni‖

2
dΓ

∫

Ωi
(G∇v) · (∇v)dΩ

; ∇v 6= 0;

v ∈ ([H1(Ωi)]
N ∩ [P l,∗(Ωi)]

N )

}

, βi,l,t = βi,∗,t β
i,l

βi,∗
, (13)

βi,∗,t ∈ (0, βi,∗], βi,∗ ≥ β0 > 0, ∀i,

with ni being the outward normal unit vector defined almost everywhere onΓi, βi,∗ andβ0 are
dimensionless constants and the constantβi,l is independent of mesh parametershi, but depends
on l.

Also, associated with a fixed facee ∈ Eh,0, we consider for eachΩi ∈ Mh, the parameter

βi,e,l =







0 if meas(Γi,e) = 0,

sup{βi,l, βj,l} if (Γi ∩ Γj = e),
(14)

wheremeas(◦) denotes the Lebesgue positive measure.

Still, we consider the spaceT (Γ ∪ Γint) and the broken spaceHm,b(Ω)]N defined by

T (Γ ∪ Γint) = {r ∈ [L2(Γ ∪ Γint)]
N such that there is

w ∈ [H1(Ω)]N and w = r onΓ ∪ Γint}, (15)

.[Hm,b(Ω)]N = {v ∈ [L2(Ω)]N vi ∈ [Hm(Ωi)]
N}, (m ∈ {1, 2}),

and together with the stabilization parameters defined in (13), it is possible to introduce the
bilinear forms defined on the boundary ofΩi. For each(w, q,wt) ∈ [H2,b(Ω)]N ×E

1,p
0 ×T (Γ∪

Γint) and(v, r,vt) ∈ [H2,b(Ω)]N ×E
1,p
0 × T (Γ ∪ Γint) we define the following bilinear forms

Qi
0((w, q,wt), (v, r,vt)) =

∑

e∈Eh,0

∫

Γi,e

βi,e,l

hi,e

(wi −wt
i) · (vi − vt

i)dΓ

+

∫

Γi∩Γ

βi,l

hi

(w · v)dΓ (16)

Qi,t
0 ((w, q,wt), (v, r,vt)) =

∫

Γi∩Γ

βi,l,t

hi
(wi −wt

i) · (v − vt)dΓ, (17)
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Suzana MoreiráAvila (Editor), ABMEC, Brası́lia, DF, Brazil, November 6-9, 2016



K. P. Fernandes, W. J. Mansur, E. G.D. do Carmo

Qi
1((w, q,wt), (v, r,vt)) =

∫

Γi∩Γ

(−((G∇wi) : ni) + qn) · vidΓ

+
∑

e∈Eh,0

∫

Γi,e

(−((G∇wi) : ni) + qni) · (v− vt)dΓ. (18)

The bilinear formQi,t
0 ((w, q,wt), (v, r,vt)), shown in Eq. (17), was presented in do Carmo

et al. (2014). However, in the context of hybridized methodsis the first time. It is important to
mention that our formulation do not use the concepts of jumps, once the trace space is composed
by continuous functions on(Γ∪Γi). Soon, forΩi andΩj such thatΓi∩Γj = e, wheree ∈ Eh,0,
we must havewt

i = wt
j in e.

In this manner, we can deduce the bilinear form associated with the process of hybridization
via trace space continuous∀(w, q,wt) ∈ [H2,b(Ω)]N × E

1,p
0 × T (Γint ∪ Γ) and∀(v, r,vt) ∈

[H2,b(Ω)]N × E
1,p
0 × T (Γint ∪ Γ) as

ah,Hib((w, q,wt), (v, r,vt)) =

Ne
∑

i=1

(

Qi
0((w, q,wt), (v, r,vt))

+Qi,t
0 ((w, q,wt), (v, r,vt)) +Qi

1((w, q,wt), (v, r,vt)) (19)

−Qi
1((v, r,v

t), (w, q,wt))
)

,

wherein the negative sign indicates a hybridized continuous / discontinuous Galerkin formula-
tion via trace space continuous with antisymmetric flux. Note that the Dirichlet conditions has
been weakly imposed. This deduction is based on the last termof the equation (16), the first
term of the equation (18) and from (19).

Now, for (w, q) ∈ [H1,b(Ω)]N × E
1,p
0 and(v, r) ∈ [H1,b(Ω)]N × E

1,p
0 , the local bilinear

forms associated to the differential operator are defined as

ai(w,v) =

∫

Ωi

G(∇wi) · (∇vi)dΩ and bi(q,w) =

∫

Ωi

qdiv(wi)dΩ, (20)

thus, the global bilinear form is given by

ah((w,q), (v, r)) =
Ne
∑

i=1

(ai(w,v)− bi(q,v) + bi(r,w)). (21)

The bilinear form, for(w, q,wt) ∈ [H2,b(Ω)]N × E
1,d
p,0 × T (Γint ∪ Γ) and (v, r,vt) ∈

[H2,b(Ω)]N × E
1,d
p,0 × T (Γint ∪ Γ), is given by

Ah,Ct−DG((w, q,wt), (v, r,vt)) = ah((w, q), (v, r))

+ ah,Hib((w, q,wt), (v, r,vt)), (22)

where“Ct − DG” denotes the hybridized continuous / discontinuous Galerkin method via
continuous trace space.
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Now, the linear functionals of our formulation are defined asfollow

bD(g, (v, r,v
t)) =

Ne
∑

i=1

∫

Γi∩Γ

(

βi,l

hi

(g · vi) + (((G∇vi) : ni)

− rni) · g

)

dΓ,

b0(f , (v, r,v
t)) =

Ne
∑

i=1

∫

Ωi

f · vdΩ, (23)

bh,Ct−DG(v, r,vt)) = bD(g, (v, r,v
t)) + b0(f , (v, r,v

t)).

Finally, our hybridized continuous / discontinuous Galerkin formulation via trace space
continuous, consists of finding(uh, ph,uh,t) ∈ Hh,kv,N × P h,kp × T h,kt,N satisfying the varia-
tional equation

Ah,Ct−DG((uh, ph,uh,t), (vh, qh,vh,t)) + ahproj(p
h, qh) + bp(p

h, qh)

= bh,Ct−DG(vh, qh,vh,t), ∀(vh, qh,vh,t) ∈ Hh,kv,N × P h,kp × T h,kt,N , (24)

with

ahproj(p
h, qh) =

Ne
∑

i=1

a
h,i
proj(p

h, qh) and bp(p
h, qh) =

Ne
∑

i=1

b
i

p(p
h, qh), (25)

whereah,iproj(p
h, qh) is as given in (6) andb

i

p(p
h, qh) is as given in (11).

4 NUMERICAL ANALYSIS OF THE FORMULATION

In this section, we describe some important results for the analysis of the proposed method.
The complete demonstrations can be found in do Carmo et al. (submitted).

4.1 Consistence

We say that a method is consistent if it can replace the exact solution in the variational
problem. Then, let(u, p) ∈ [H2(Ω)]N ×E

1,p
0 be the exact solution of the problem model given

by Eq. (1). For eachΩi, we have






























−div(G∇ui) +∇pi = f and div(ui) = 0 a.e. inΩi,

ui = g on Γi ∩ Γ if meas(Γi ∩ Γ) > 0,

ui = uj = ut,exact on Γij if meas(Γij) > 0,

(G∇ui : ni − pini) = (G∇uj : ni − pjni) on Γij if meas(Γij) > 0,

(26)

whereut,exact is the trace ofu on (Γint ∪ Γ).

The following result confirms the consistent:
Proposition 2. The formulation defined in (22) is consistent in the sense that

Ah,Ct−DG((u, p,ut,exact), (vh, qh,vh,t)) = bh,Ct−DG(vh, qh,vh,t),

∀(vh, qh,vh,t) ∈ Hh,kv,N × P h,kp × T h,kt,N . (27)
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Proof. The result is an immediate consequence of the equations given in (26), the Theorem of
the divergence and the definition ofAh,Ct−DG(◦, ◦).

4.2 Continuity, coercivity and convergence

The idea of this subsection is to show that the bilinear form of our formulation is continu-
ous and weakly coercive (satisfies theInfSup condition) in a suitable norm. In addition, we
enunciate the error estimates.

In order to obtain this suitable norm, we introduce the functionalsJ0(v, q,v
t), J0,kv(v, q,v

t)
andJ1,kv(v, q,v

t) defined on[H2,b(Ω)]N × E
1,p
0 × T (Γint ∪ Γ) and the functionalJ1(v, q,v

t)
defined onHh,kv,N × P h,kp × T h,kt,N as follow

J0(v, q,v
t) =

Ne
∑

i=1

∫

Ωi

(

G ‖∇vi‖
2 +

(hi)
2

Gi

‖∇q̂i‖
2

+
1

Gi

|qi|
2 +

λ∗(hi)
λ

Gi

|qi|
2

)

dΩ,

J1(v, q,v
t) =

Ne
∑

i=1

∫

Ωi

(

(hi)
2

Gi

∥

∥Qi
proj(q)

∥

∥

2

+
(hi)

2

Gi

(

∥

∥Qi
proj(q)−∇qi

∥

∥

2
)

)

dΩ,

J0,kv(v, q,v
t) =

Ne
∑

i=1

∑

e∈Eh,0

∫

Γi,e

βi,e,kv

hi,e

∥

∥vi − vt
i

∥

∥

2
dΓ, (28)

J1,kv(v, q,v
t) =

Ne
∑

i=1

∫

Γi∩Γ

βi,kv

hi
‖vi‖

2
dΓ

+

∫

Γi∩Γ

βi,kv,t

hi

∥

∥vi − vt
i

∥

∥

2
dΓ.

The functionals defined in (28) together with the bilinear forms suggest onHh,kv,N×P h,kp×
T h,kt,N the following norm for the analysis of continuity and coercivity

∥

∥(v, q,vt)
∥

∥

2

Ct−DG,kv
=

1
∑

i=0

(

Ji(v, q,v
t) + Ji,kv(v, q,v

t)
)

, (29)

as well as suggest on[H2,b(Ω)]N ×E
1,p
0 × T (Γint ∪ Γ) the norm

∥

∥(v, q,vt)
∥

∥

2

Ct−DG,kv,err
= J0(v, q,v

t) +
1
∑

i=0

Ji,kv(v, q,v
t), (30)

for the error estimates that will be presented.

With the purpose to prove the the continuity and weak coercivity, in the norm defined by
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Suzana MoreiráAvila (Editor), ABMEC, Brası́lia, DF, Brazil, November 6-9, 2016



A hybridized continuous/discontinuous Galerkin formulation for Stokes problem with continuous trace space

the equation (29), it is necessary to define on[H2,b(Ω)]N ×E
1,p
0 × T (Γint ∪ Γ) the functionals

J2,kv(v, q,v
t) =

Ne
∑

i=1

∑

e∈Eh,0

∫

Γi,e

(

2βi,e,kv

hi,e

∥

∥vi − vt
i

∥

∥

2

+
2hi,e

βi,e,kv

(

‖G(∇vi) : ni‖
2 + ‖qi ni‖

2)
)

dΓ,

J3,kv(v, q,v
t) =

Ne
∑

i=1

∫

Γi∩Γ

(

2βi,kv

hi
‖vi‖

2

+
2hi

βi,kv

(

‖G(∇vi) : ni‖
2 + ‖qi ni‖

2)
)

dΓ, (31)

J4,kv(v, q,v
t) =

Ne
∑

i=1

∫

Γi∩Γ

(

βi,kv,t

hi

∥

∥vi − vt
i

∥

∥

2
)

dΓ.

Moreover, we introduce the classical inverse estimates evaluated in eachΩi for l ≥ 1 and
given by

C i,0,l = sup
q 6=0;q∈P l(Ωi)

∫

Γi∩Γ
Gihi

βi,l |q| 2dΓ +
∑

e∈Eh,0

∫

Γi,e

Gihi,e

βi,e,l |q| 2dΓ
∫

Ωi
|q| 2dΩ

,

C i,1,l = sup
v 6=0;v∈P l(Ωi)N

2
∫

Γi∩Γ
βi,l

Gihi
‖v‖2 dΓ +

∑

e∈Eh,0

∫

Γi,e

βi,e,l

Gihi,e
‖v‖2 dΓ

∫

Ωi
(hi)−2 ‖v‖2 dΩ

,

C i,2,l = sup
v 6=0;v∈P l(Ωi)N

∫

Ωi

G
Gi

‖∇v‖2 dΩ
∫

Ωi
(hi)−2 ‖v‖2 dΩ

, (32)

the identity and the inequality satisfying

|ab| ≤
θa2

2
+

b2

2θ
, and |ab| = θ∗ |a| ×

|b|

θ∗
, (33)

and still, we consider the following inequalities
∫

Ωi

Gi |div(v)|
2dΩ ≤ NCvol,i

∫

Ωi

G ‖∇v‖2 dΩ, ∀v ∈ [H1(Ω)]N ,

C i
p,0(hi)

2

∫

Ωi

‖∇q̂i‖
2
dΩ ≥

∫

Ωi

|q̂i|
2dΩ, ∀q ∈ H1(Ω), (34)

Cvol,i = sup

{

Gi

G(x)
; x ∈ Ωi

}

; C i
p,0 = sup

r̂i 6=0;r̂i∈H1(Ωi)

{
∫

Ωi
|r̂i|

2dΩ
∫

Ωi
(hi)2 ‖∇r̂i‖

2
dΩ

}

,

whereq̂i andr̂i are functions with null mean inΩi.

Based on these previous definitions, we present a result thatestablishes the continuity of
our formulation. This result is given by the following Lemma.

a) Continuity of“Ah,Ct−DG(◦, ◦) + ahproj(◦, ◦) + bp(◦, ◦)”
Lemma 1. There is a real constantC0 > 0, such that for all(w, q,wt) ∈ Hh,kv,N ×P h,kp ×
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T h,kt,N and for all (v, r,vt) ∈ Hh,kv,N × P h,kp × T h,kt,N

∣

∣Ah,Ct−DG((w, q,wt), (v, r,vt)) + ahproj(q, r) + bp(q, r)
∣

∣ ≤

C0

∥

∥(w, q,wt)
∥

∥

Ct−DG,kv

∥

∥(v, r,vt)
∥

∥

Ct−DG,kv
, (35)

with C∗
p,0 = max{((1 +NCvol,i), C

i
p,0); i ∈ {1, · · · , Ne}}.

Proof. The proof of this result can be found in do Carmo et al. (submitted).

Now, we present two results that establish the weak coercivity of the bilinear form“Ah,Ct−DG(◦, ◦)+
ahproj(◦, ◦) + bp(◦, ◦)” in the norm defined by equation (29). These results are enunciated
through the Lemma and Theorem below.

b) The weak coercivity of“Ah,Ct−DG(◦, ◦) + ahproj(◦, ◦) + bp(◦, ◦)”
Lemma 2. There is a real constantCIS > 0, such that for allV = (v, q,vt) ∈ Hh,kv,N ×
P h,kp × T h,kt,N there existsW = (w, r,wt) ∈ Hh,kv,N × P h,kp × T h,kt,N dependent ofV
satisfying

Ah,Ct−DG(V,W) + ahproj(q, r) + bp(q, r) ≥ CIS ‖V‖Ct−DG,kv
‖W‖Ct−DG,kv

,

W = (1− ω)V + ω(Va +Vb), ω ∈ (0, 1), (36)

with Va = (va, 0,va,t) andVb = (vb, 0, 0) belonging toHh,kv,N × P h,kp × T h,kt,N .

Proof. The proof of Lemma 2 can be found in do Carmo et al. (submitted).

Theorem 1. There exists a real constantCIS > 0 independent of the mesh parameters such
that

inf

{

sup

{

Ah,Ct−DG(Va,Vb) + ahproj(q, r) + bp(q, r)

‖Va‖Ct−DG,kv
‖Vb‖Ct−DG,kv

;

Vb = (w, q,wt) 6= 0; Vb ∈ Hh,kv,N × P h,kp × T h,kt,N

}

; (37)

Va = (v, r,vt) 6= 0; Va ∈ Hh,kv,N × P h,kp × T h,kt,N

}

≥ CIS.

with CIS = ωω0

(1−ω)+ω(C
vd,a

+(CB,1)1/2)
.

Proof. The proof of this Theorem follows directly from Lemma 2, defining CIS as above.

Theorem 2. The variational problem defined in (22) is well posed in the sense that the
solution exists and is unique.

Proof. The result follows the fact that the linear functional givenby (23) is continuous, the
bilinear forms are continuous and weakly coercive and, therefore, is a direct consequence of
theNěcasTheorem given in Ern & Guermond (2004).
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4.3 Convergence properties of the approximate solution

We consider the following error functions

E
h = (uh − u, ph − p,ut − ut,exact),

E
h,I = (uh,I − u, ph,I − p,uh,t,I − ut,exact), (38)

E
h,h,I = (uh − uh,I , ph − ph,I ,uh,t − uh,t,I),

with (u, p) ∈
(

[(Hkv+1(Ω)]N ∩ [C0(Ω ∪ Γ)]N)× (Hkp+1(Ω) ∩C0(Ω ∪ Γ)) as being the exact
solution of the problem defined in (1),ut,exact as being the trace ofu in (Γint∪Γ), (uh,I , ph,I ,uh,t,I)
the usual interpolant of(u, p,ut,exact) and(uh, ph,uh,t) the solution of the variational problem
defined by (22).

From (38) and the properties of approximation ofP h,kp we obtain

E
h = E

h,I + E
h,h,I,

∥

∥

∥
p
h,I
i

∥

∥

∥

2

H(kp+1)(Ωi)
≤ Cd,P

∗ ‖pi‖
2
H(kp+1)(Ωi)

∀Ωi. (39)

Lemma 3. The solution(uh, ph,uh,t) converges to the interpolant(uh,I , ph,I ,uh,t,I) with the
following convergence rate

∥

∥E
h,h,I

∥

∥

Ct−DG,kv,err
≤
∥

∥E
h,h,I

∥

∥

Ct−DG,kv
≤

1

CIS

((

Ne
∑

i=1

NC
P,0
i Cd,P

∗

ρi,1

Gi

×(hi)
2(kvp+1) ‖pi‖

2
H(kp+1)(Ωi)

)1/2

+
(

3
(

1 + 2(C2,kv)
2+

(ρ1,max + 1)2 + 1 + (1 + C∗
p,0)

2
))1/2

×

(

J0(E
h,I) +

1
∑

l=0

Jl,kv(E
h,I)

)1/2

(40)

+

(

Ne
∑

i=1

λ∗Cd,P
∗ (hi)

λ ‖pi‖
2
H(kp+1)(Ωi)

)1/2


 ,

whereλ∗ andλ are as given in (12) andkvp = inf{kv, kp}.

Proof. The proof of this Theorem can be found in do Carmo et al. (submitted).

Lemma 4. The solution(uh, ph,uh,t) converges to the exact solution(u, p,ut,exact) with the
following well-established convergence rate

∥

∥E
h
∥

∥

Ct−DG,kv,err
≤
∥

∥E
h,I
∥

∥

Ct−DG,kv,err
+
∥

∥E
h,h,I

∥

∥

Ct−DG,kv,err
. (41)

Proof. From equations given in (38), the triangular inequality andLemma 3, the result follows
immediately.

5 NUMERICAL EXPERIMENTS

In this section several numerical experiments are presented in order to verify the accuracy
and robustness of theCt −DG method developed in this paper.

All the numerical experiments were performed using triangular meshes, wherein each side
of a square domain was uniformly discretized with 10, 20, 30,40, 50, 60, and 70 partitions, for
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obtaining meshes nearly regular. The valueβi,∗ = 25 was chosen because it allows an adequate
capture of the singularities of pressure on the corners of the mesh as well as leads to a solution
with the best properties of robustness for problems with smooth solution. Also, we adopted the
viscosityG = 1 in our simulations.

We use interpolationP2−P1−P2 for the velocity, pressure and trace variable, respectively,
for theCt −DG, the one presented in do Carmo et al. (2015) and theCt −DG∗ methods. It is
important to mention that theCt−DG∗ method is our method without using the Eq. (17), using
only the Dirichlet conditions imposed strongly in the spaceT h,kt,N . Although theCt − DG∗
method does not use the Eq. (17), its computational cost is the same order of theCt − DG

method. However, theCt − DG method has the best robustness due to the inclusion of this
equation, as will be seen in the following experiments. We also include the classical continuous
Galerkin method in our numerical experiments.

As previously mentioned, one of the advantages of our formulation is the reduction of the
number of degrees of freedom in relation to the usual hybridized methods. The degrees of
freedom ofCt − DG andCt − DG∗ methods are associated only with the velocity, i.e, the
constant component as well as the null mean component are eliminated completely. These
components are not eliminated in the do Carmo et al. (2015) and Galerkin methods.

We must call the attention that, even that the results presented here just use interpolation
P2 − P1 − P2, the polynomial degree for the pressure can assume any valueequal or higher
than zero, as long as the polynomial degree for the velocity and the space trace are equal or
higher than two. This conclusion is deduced through the Lemmas and Theorems mentioned
before and from definition of spaces in Eq. (3).

The numerical experiments are divided into two kinds. The first, the cavity problem, has as
goal to verify the performance of the four methods mentionedpreviously for capturing singu-
larity of pressure on the corners of the mesh. The second typeis divide in two problems with
smooth solution. In the first problem the pressure is null on the boundary of the domain and
for the second the pressure is not null on two faces of the boundary of the domain. These two
choices have the objective of verifying the robustness of the four methods to obtain the pressure
on the boundary.

5.1 Experiment 1: the cavity problem

The cavity problem is modeled by

−div(∇u) +∇p = 0 and div(u) = 0 a.e inΩ,

u1 = 0 on
4
⋃

m=1

Γm and u2 = 0 on Γ1 ∪ Γ3 ∪ Γ4, (42)

u2 = 1 on {(0.5, y); −0.5 < y < 0.5},

withΩ = (−0.5, 0.5)×(−0.5, 0.5), Γ1 = {(−0.5, y);−0.5 ≤ y ≤ 0.5},Γ2 = {(0.5, y);−0.5 ≤
y ≤ 0.5}, Γ3 = {(x,−0.5);−0.5 ≤ x ≤ 0.5} andΓ4 = {(x, 0.5);−0.5 ≤ x ≤ 0.5}.

In order to obtain the graphs that permit a sensitivity analysis for the singularities of the
pressure, we normalize the pressure using thePMF (Pressure Multiplication Factor), which rep-
resents the maximum value of the module of pressure. Therefore, for each graph that represents
the elevation of the pressure, we must multiply the value given in the graph by the respective
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value of thePMF that is associated to the graph.

The elevation of the pressure normalized through the correspondentPMF is presented
in Figure 1 (right side) for theCt − DG method. In the table of Figure 1 are presented the
PMF for the four methods analyzed. We observe that theCt − DG∗ method has an ability
slightly better for capturing the singularities. In addition, we note greater ability of the methods
Ct −DG, Ct −DG∗ and do Carmo et al. (2015) to capture the singularities of thepressure on
the corners than of the Galerkin method.

Method PMF

Ct −DG 1313.38

do Carmo et al. (2015) 1231.75

Ct −DG∗ 1361.08

Galerkin 1179.55

-0.50

-0.25

0.00
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0.50
X -0.50

-0.25
0.00
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0.50

Y

-1.00

-0.49

0.00

0.50

1.00

S
o
l

Figure 1: Ability to capture singularities.

In Figure 2 we present the results for the discontinuous velocity. It must observed that the
four methods have equivalent behavior.
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(b) Component of velocityuh
2 = U2; y = Y

Figure 2: Components of velocityuh
1 and uh

2 on sectionx = 0.

5.2 Experiment 2: smooth solutions

Following Donea & Huerta (2003), we consider the Stokes problem on the squareΩ =
(0, 1)× (0, 1) andΓ being the boundary ofΩ

−div(∇u) +∇p = f and div(u) = 0 in Ω and u = 0 onΓ, (43)

with a known analytic solution given by

u1 = x2(1− x)2(2y − 6y2 + 4y3), u2 = −y2(1− y)2(2x− 6x2 + 4x3)

p = sin(πx) sin(πy)−
4

π2
. (44)
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The components off are given by:

f1 = (12− 24y)x4 + (−24 + 48y)x3 + (−48y + 72y2 − 48y3 + 12)x2

+ (−2 + 24y − 72y2 + 48y3)x+ 1− 4y + 12y2 − 8y3 − (1− 2x)

+ π cos(πx) sin(πy) (45)

f2 = (8− 48y + 48y2)x3 + (−12 + 72y − 72y2)x2 + (4− 24y + 48y2

− 48y3 + 24y4)x− 12y2 + 24y3 − 12y4 + π sin(πx) cos(πy).

The analytic solution described previously was used to compute the errors presented in
Figure 3. We exhibit the error for the velocity and for the divergent of the velocity in theL2(Ω)
norm. Also, we exhibit the error in theH1 seminorm for the velocity.
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Figure 3: (Module of Ln of error) × |Ln(h)| .

As can be seen in Figure 3(a) it is possible infer that the error of the velocity in theL2(Ω)
norm for all the methods are equivalent, i.e, they have the same accuracy. On the other hand,
in Figure 3(b) theCt − DG method provides an accuracy slightly better in theL2(Ω) norm
when compared with the do Carmo et al. (2015) andCt − DG∗ methods for the divergent
of the velocity and, therefore, a better representation of the incompressibility of the velocity
field. From Figure 3(c) we observe that the method presented in this paper has accuracy slightly
better for the velocity in theH1 seminorm than the other three studied methods. However, all
the methods have the same convergence rates.
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Finally, we can deduce from the graphs presented that the Galerkin method has the smaller
accuracy and that the other methods present an excess of convergence in relation to the Galerkin
method.

It is important to observe that the graphs presented in Figure 3(c) are approximately parallel
straight lines, indicating that the four methods have equivalent convergence rates, including the
Galerkin method. Due to this fact, we present in Figure 4 the convergence rates only for the
Ct −DG method.

2.22 2.85 3.48 4.115.84

6.40

6.97

7.53

8.10

8.66

9.23

9.79

| Ln(h) |

E 2.09

1.00

Ct-DG 

(a) E =
∣

∣Ln(||divu− divuh||L2)
∣

∣

2.22 2.85 3.48 4.116.20

6.77

7.35

7.92

8.50

9.07

9.64

10.22

| Ln(h) | 

E 2.12

1.00

Ct-DG 

(b) E =
∣

∣Ln(||u− u
h||L2)

∣

∣

2.22 2.85 3.48 4.115.38

5.95

6.51

7.08

7.64

8.21

8.77

9.34

| Ln(h) |

E 2.09

1.00

Ct-DG 

(c) E =
∣

∣Ln(|u− u
h|H1 )

∣

∣

Figure 4: Convergence rates forCt −DG method.

From Figure 4(a) we conclude that the convergence rate in thenorm L2(Ω) is optimal
for the divergent of the velocity(O((hmean)

kv)). In the Figure 4(b) we can observe that the
convergence rate is suboptimal for the velocity(O((hmean)

kv)) in the normL2(Ω). Notice
that in the Figure 4(c) the convergence rate for velocity in the semi norm[H1(Ω)]N is optimal
(O((hmean)

kv)).

The Dirichlet conditions weakly imposed does not allow us toobtain the optimal con-
vergence rate in the normL2(Ω) for the velocity. Also, it is well known that the symmetric
formulation results in suboptimal in the normL2(Ω) for the velocity if we use even degree
polynomials.

In Table 1 we compare the accuracy of the pressure inL2(Ω) norm for the simulated meth-
ods. From Table 1 we can infer that, for the pressure, the mostaccurate solution was obtained
with theCt −DG method, followed by theCt −DG∗ method.
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Table 1: Accuracy of the pressure for the methods using
‖p−ph‖

L2

(hmean)2‖p‖H2

.

hmean Ct −DG∗ Galerkin Ct −DG CARMO et al.(2015)

0.10789 4.91273 6.03328 3.46292 6.31028

0.05775 2.71630 6.98783 2.80741 5.88636

0.03814 5.17891 8.20402 4.27345 6.90431

0.02862 4.91740 8.06011 3.35187 6.31424

0.02274 3.57151 4.73772 2.92005 4.89807

0.01901 5.02347 7.81667 2.50352 6.77887

0.01630 3.36633 4.74439 1.80752 4.84615

In Figure 5, we present the elevation of the pressure for theCt −DG method (right side).
The exact value of pressure in(0.5, 0.5) = 1.0000. Notice that, in the table of Figure 5, the
Ct − DG method is more accurate to obtain the pressure than the others. However, the other
three methods can be considered as having a similar performance.

Method Solph

Ct −DG 1.0005

do Carmo et al. (2015) 1.0020

Ct −DG∗ 1.0011

Galerkin 0.9962

-0.12

0.18

0.50

0.81

1.12
X -0.12

0.18
0.50

0.81
1.12

Y

-0.0000

0.2500

0.5002

0.7503

1.0005

S
o
l

Figure 5: Elevations of the pressureph = Sol.

For the domain defined byΩ = (0, 1)× (0, 1) whereΓ is the boundary ofΩ, consider the
following problem

−div(∇u) +∇p = f and div(u) = 0 in Ω and u = 0 onΓ, (46)

with the components off being given as follow

f1 = (12− 24y)x4 + (−24 + 48y)x3 + (−48y + 72y2 − 48y3 + 12)x2

+ (−2 + 24y − 72y2 + 48y3)x+ 1− 4y + 12y2 − 8y3 (47)

f2 = (8− 48y + 48y2)x3 + (−12 + 72y − 72y2)x2 + (4− 24y + 48y2

− 48y3 + 24y4)x− 12y2 + 24y3 − 12y4.

The exact solution of this problem is given as follows

u1 = x2(1− x)2(2y − 6y2 + 4y3), u2 = −y2(1− y)2(2x− 6x2 + 4x3)

p = x(1 − x)−
1

6
. (48)
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The elevations of the pressure obtained with theCt−DG method (right side) are presented
in Figure 6. The exact value of pressure in(0.5, 0.5) = 0.25000. In the table of Figure 6
is presented the approximate solution of the pressure for the four methods analyzed. We can
observe that theCt−DG method showed a better performance in relation to the other methods
for determining the maximum elevation.

Method Solph

Ct −DG 0.25000

do Carmo et al. (2015) 0.25066

Ct −DG∗ 0.25196

Galerkin 0.25055
1.12

0.81
0.50

0.18
-0.12

X

-0.12

0.18
0.50

0.81

1.12Y

-0.00115

0.06163

0.12442

0.18721

0.25000

S
o
l

Figure 6: Elevations of the pressureph = Sol.

We end this numerical experiment presenting in Figure 7 the graphs for the pressure evalu-
ated on sectiony = 0 for the four methods studied, together with the exact solution.

−3.79

360.60

725.00

1089.41

1453.81

1818.21

2182.61

2547.02

 0  333.33  666.66  1000

P

X

Exact
do Carmo et al (2015)

Ct−DG*
Galerkin

Ct−DG

(a) 104Pressure=P;103 x=W; on sectiony = 0

Figure 7: Pressure for the four methods and the exact solution.

We can observe that theCt − DG method, the Galerkin method and the do Carmo et al.
(2015) method agree very well with the exact solution. However, theCt−DG∗ method presents
small oscillations when compared with the exact solution. We conjecture that the lack of the
bilinear form given in (17) together with fact that this method uses strong Dirichlet condition
for the component of trace space are the causes of this.
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6 CONCLUSIONS

In this paper, we developed a hybridized continuous / discontinuous Galerkin formulation
via continuous trace space applied for the Stokes problem. As previously mentioned, one of
the differentials of our formulation is the penalty bilinear form. This formulation was presented
in order to perform a full static condensation of pressure atelement level, i.e, the constant
component as well as the null mean component are eliminated completely. Moreover, it was
introduced in order to not change the usual convergence rates.

In order to verify the proposed methodology, we presented the numerical results with the
goal to confirm the convergence rates, the robustness and accuracy of the proposed formula-
tion. A satisfactory agreement was observed between the numerical results and the analytical
solution. It must observed that theCt − DG∗ method showed an ability approximately3.53
percent better than theCt −DG method for capturing singularities of pressure on the corners,
i.e, these methods were quasi equivalent in what singularities capture is concerned. However,
for the other methods used in the comparison, theCt − DG method presented the better abil-
ity for capturing the singularities of the pressure for the cavity problem. The second case was
the problems with smooth solution. For this case, theCt − DG method presented the best
performance in relation to the other methods.
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