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RESUMO: Neste artigo, argumentamos que um 7este de Linguagem nao é suficiente para o reconhecimento
da inteligéncia como uma propriedade intrinseca tanto de maquinas como de seres humanos. Explicamos que
defender o contrario decorre de uma nocio cartesiana de "matureza humana', que leva a confusio entre as
mterpretacoes ontoldgica e epistémica desses testes: nao se segue do fato que "eu sei o que sou" que "eu sel que
algo é ou nao é como eu'. Assim, qualquer 7este de Linguagem que vise a identificacio de algum marco
ontologico da humanidade (racionalidade, pensamento, intencionalidade) apresenta esse mesmo problema, que,
em ultima instincia, leva ao solipsismo e ao Problema das Outras Mentes. A fim de evitar esse desfecho, temos
de admitir a possibilidade de existéncia da Inteligéncia Artificial no sentido forte ou assumir que,

contraintuitivamente, talvez nio saibamos com mdxima clareza e distin¢ao se somos humanos ou maquinas.

Palavras-chave: Testes de Linguagem. Inteligéncia Artificial. Natureza Humana. Solipsismo. Problema das

outras mentes.

ABSTRACT: In this paper, we argue that a Language Test is not sufficient for recognizing intelligence as an
mtrinsic property of both machines and human beings. We explain that defending the opposite stems from a
Cartesian notion of "human nature,” which leads to confusion between the ontological and epistemic
mterpretations of these tests: it does not follow from the fact that "T know what I am" that "I know whether
something is or is not like me." Thus, any Language Test aimed at identifying some ontological hallmark of
humanity (rationality, thought, intentionality) presents this same issue, which ultimately leads to solipsism and
the Problem of Other Minds. In order to avoid this outcome, we must either admit the possibility of the existence
of strong Artificial Intelligence or accept that, counterintuitively, we may not know with maximum clarity and

distinction whether we are human or machine.

Keywords: Language Testing. Artificial Intelligence. Human Nature. Solipsism. Problem of Other Minds.
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INTRODUGCAO

Alan Turing (1950) sugeriu que a pergunta "as maquinas podem pensar?" fosse sem sentido.
Porém, admitiu que, no futuro (em relacao aquela época), nao seria estranho que falissemos de
maquinas pensando sem a expectativa de sermos contestados, porque elas seriam indistinguiveis
linguisticamente de nés seres humanos. Ele vislumbrava que, com os avancos técnicos e tecnologicos,
da engenharia e da ciéncia da computacao, logo pudéssemos falar em algum tipo Inteligéncia Artificial
(IA). De fato, apenas seis anos depois de seu artigo Computing Machinery and Intelligence, em uma
conferéncia ocorrida na Dartmouth College, em Hanover, New Hampshire, o campo da Inteligéncia
Artificial (IA) foi operacional e paradigmaticamente definido (Bringsjord; Govindarajulu, 2024).

Essa area de pesquisa, conforme sugerem Russell e Norvig (1995, 2002, 2009), pode ser
definida nos termos de seus objetivos. Com 1isso, os autores apresentam quatro categorias de
abordagens a IA: pensar como humanos, pensar racionalmente, agir como humanos ou agir
racionalmente (Russell; Norvig, 2016). Estas duas ultimas sio focadas no comportamento observavel
de um sistema (agente), com o mtuito de desenvolver uma IA que aja como seres humanos ou de
acordo com algum modelo de racionalidade. Ja as duas primeiras abordagens visam compreender e
mmplementar os fundamentos daquilo que seria o pensamento humano ou racional, a fim de produzir,
por consequéncia de uma suposta cognicio Intrinseca, um comportamento que possa ser dito
mteligente em um sistema.

Mas que critérios podem ser utilizados para identificar uma IA como realmente inteligente, e
nao como algo que apenas parece ser? Embora tenha sido impressionante ver os programas Deep Blue
e AlphaGo vencerem os mestres Gary Kasparov (xadrez) e Lee Seedol (Go), i1sso nao parece ser
suficiente para chamar um programa desse tipo de inteligente. A questio permanece: qual serd o marco
da inteligéncia da IA*?

Nesse contexto, a proposta de Turing ¢ um experimento mental potente, porque, além de
convidar os cientistas e pesquisadores a produzir uma IA que passe em seu teste, mobiliza questoes
filosoficas relevantes acerca daquele que é considerado, pela tradicao filosofica, principalmente

cartesiana, ao longo da histéria, o marco de humanidade (logo, de racionalidade e inteligéncia): a

2 Devemos, neste ponto, separar entre problemas técnicos e filoséficos em torno da IA. Os primeiros se
referem a como deve ser construida e projetada uma maquina para exibir um comportamento que
qualificariamos como inteligente. Essa pergunta pode ser tecnicamente respondida por qualquer abordagem
conforme as categorias descritas. Por outro lado, os problemas filosoficos se referem a questdes ontoldgicas,
epistémicas e conceituais que orbitam os fundamentos, as conclusdes e experimentos mentais ou empiricos
das pesquisas em IA.
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capacidade de performar jogos de linguagem. E a partir do Teste de Turing que podemos nos indagar
com direito: serd o comportamento observado suficiente para denotar algo a respeito do
funcionamento interno do sistema? Serd a linguagem suficiente para indicar inteligéncia? O que
significa dizer que, porque usam a linguagem como noés, as maquinas pensam? O que dirfamos de nos,
caso concluissemos que maquinas podem pensar?

Diante disso, dependendo de como respondemos a tais questoes, temos duas vias alinhadas
com os enfoques das categorias descritas por Russell e Norvig (2016) e suas respectivas consequéncias:
IAs nao sao meros algoritmos implementados para produzir um determinado efeito, mas sio de fato
sistemas pensantes dotados de estados cognitivos; ou se nao ha nada de especial em IAs capazes de
CcOMUNICAcao cOMo a nossa, ¢ necessario repensar o estatuto da linguagem, o que ha de diferente entre
meu uso € o do ChatGPT, por exemplo.

Por 1sso, tendo em vista a variedade de problemas filosoficos, nosso artigo se dedica a mvestigar
os fundamentos e as consequéncias filosoficas dos 7estes de Linguagem para 1As, mas que também
traz implicacoes para nos seres humanos. Primeiramente, faremos uma breve exposicio de nocoes
filosoficas associadas a relacao entre linguagem e natureza humana em Heraclito e Aristoteles, bem
como entre linguagem e mundo em Platio, com o objetivo de mostrar que as discussoes levantadas por
nosso artigo remontam a uma intuicao classica, que ganha mais forca no pensamento de René
Descartes. O pensamento do filésofo francés sera fundamental para o desenvolvimento de nossa
argumentacao, porque ele é explicito em defender como a capacidade linguistica tem sido considerada
pela tradicao filosofica o marco da humanidade. Com isso, pretendemos expor de que modo a intui¢ao
de Turing esta alinhada com a de algumas noc¢oes filosoficas na historia. Depois, na seciao seguinte,
tratamos dos 7estes de Linguagem de Turing, Descartes e John Searle, apresentando seus principios,
suas motivacoes e algumas razoes pelas quais seus resultados podem nos confundir quando tentamos
responder a pergunta ignorada por Turing: midquinas podem pensar? Por dltimo, avaliamos as
consequéncias filosoficas do que fol desenvolvido e concluimos que a IA, em seu estigio técnico atual,
abala um dos marcos tradicionalmente reconhecidos para a qualidade de humano: a linguagem, pois a
capacidade linguistica nao ¢ mais uma prerrogativa humana. O que deveremos fazer em um futuro nao

muito distante para dizer: "nao sou um robd"?
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1 A LINGUAGEM: MARCO DE HUMANIDADE

O termo marco(s) pode ser compreendido, de maneira geral, em dois sentidos: como
propriedade mtrinseca essencial; ou como um indicador externo com implica¢goes ontologicas.

Alinhado com o primeiro, Tim Crane (1998) nos esclarece o uso do termo quando ilustra que,
para Jean-Paul Sartre, é da natureza da consciéncia ser intencional, de tal modo que, se deixar de ser
intencional, deixara de ser uma consciéncia (Sartre, 1995). Além do filosofo francés, Franz Brentano
também tem uma tese sobre a intencionalidade como o marco do mental neste sentido, porque ela ¢é
uma caracteristica exclusiva dos fendbmenos mentais, nao havendo manifestacao fisica do que chamava
mtencionalidade (Brentano, 2014). Aqui a intencionalidade ¢ intrinseca e remete ao que ¢é
propriamente mental.

Baseado nisso, mas alinhado com o segundo sentido de marco, Pernu (2017) propoe uma nova
abordagem ao problema mente-corpo a luz dos "cinco marcos do mental": intencionalidade,
consciéncia, livre-arbitrio, teleologia e normatividade. Ele explica que os marcos que propoe devem ser
considerados como sinais ou sintomas da mentalidade. Em outras palavras, caso algo possua os cinco
marcos (indicadores de cardter verificacionista), ali deve ter uma mente que os produziu.

Neste artigo, para nossos propositos, falaremos de marco como se referindo a condicoes
suficientes para indicar a presenca ou existéncia de algo que nao pode em st mesmo ser verificado por
acesso direto. E mais forte do que um indicio, pois funciona como um sinal nio apenas epistémico,
mas também metafisico-ontologico, a partir do qual, visualizados certos efeitos, temos a implicacao de
que uma determinada causa certamente os precede. A fim de compreender o uso da expressio no
contexto da nossa discussao interdisciplinar entre as Filosofias da Mente, da Linguagem e a Inteligéncia
Artificial, a leitora deve considerar que, quando falamos de marco(s) do mental, referimo-nos as
condi¢oes suficientes para que possamos concluir valida e corretamente que em determinada situa¢ao
h4 uma mente e em outra nio.

Dito 1sso, ¢ importante destacar que, neste trabalho nao discutiremos a intencionalidade ou as
propostas de marcos do mentalna literatura. Nio faremos uma argumentacio embasada na historia. E
suficiente, para os nossos propositos, compreender o uso do termo, pois ele serd empregado na
elaboracao da nossa hipotese de que a linguagem (ou pelo menos a capacidade de performar jogos de
linguagem) tem sido tomada como marco de um traco da humanidade na medida em que tem sido

considerada, de certa forma, um traco do mental por alguns pensadores.
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1.1 Logos, razao e linguagem: perspectivas da antiguidade

Nesta subsecao, trataremos brevemente dos pensamentos de Herdclito, Aristoteles e Platio,
com o mntuito de corroborar nossa hipotese, por meio de uma tradicao filosofica que associa a
linguagem e o pensamento a pretensa natureza humana. A linguagem, neste topico, é dita no sentido
amplo: capacidade de organizar, comunicar e expressar o pensamento’.

Enrique Hulz (2013) explica que o termo grego logos envolve nocoes da linguagem, do
conhecimento, da realidade e da acdo, bem como esti permeado por um senso comum da
racionalidade. Segundo o autor, niao se deve reduzir logos a meras questoes linguisticas (West, 1971;
Johnstone, 2014), porque Heraclito utiliza a expressao com referéncia a diversas coisas (Johnstone,
2014), inclusive para fundamentar (grounds) a ideia de natureza humana na dimensio metafisica do
logos (Hiilz, 2013).

Alguns indicios disso estio nos fragmentos Bl e B 114 (Hiilz, 2013). Hiilz (2013) apoia-se neles
para alegar que, de acordo com o filosofo antigo, o termo se refere ao aspecto racional da realidade
(em sentido tanto ontologico como epistemologico), de tal maneira que seria justo dizer que /ogos se
refere ao principio do ser. Essa interpretacio é reforcada por Hussey (1982), consoante o qual, para
Hericlito, o logos expresso ¢ uma declaracio da esséncia. De acordo com o filosofo de Efeso, hi uma
unidade vital entre ser e discurso, palavra e conteudo, motivo pelo qual Hulz (2013) conclui que /ogos
¢ a linguagem do real.

Ja em Anistoteles, o logos esta no centro da atitude politica, pois é ele que produz acoes que
levam ao que ¢ benéfico e justo (Trott, 2010). Por 1sso o logos é o fundamento da famosa definicao do
ser humano como animal politico por natureza. Isso é assinalado na Politica (Pol. 1253a9-18), onde
Arnistoteles explica que a razao pela qual o ser humano é um ser politico em sentido pleno, enquanto
outros animais nao o sao, ¢ 6bvia: ele possui a palavra, o discurso (logos). Os outros animais tém voz,
sao capazes de expressar prazer ou sofrimento, porém, nds, mediante o /ogos, conseguimos "tornar
claro o util e o prejudicial e, por conseguinte, o justo e o injusto’ (Pol. 1253a9-18). Nisso consiste a
diferenca entre a mera voz (que todos os animais possuem) e o /ogos humano para Aristoteles (Aygin,
2018).

Até este ponto, vimos que o logos, seja exclusivamente humano, como ¢é para Aristoteles, ou
parte do universo, como para Heraclito, estd intimamente ligado a nossa capacidade linguistica de
organizar, comunicar € expressar o pensamento. A linguagem nos permite manifestar o /ogos: esta

capacidade €, para ambos os autores, caracteristica da natureza humana. Contudo, é importante

3 Optamos por trabalhar com esta caracterizacdo ampla aqui, pois caracterizagao semelhante de linguagem é
fornecida pela literatura mencionada. Para nossos propdsitos, nesta subsecao, isso € suficiente.
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destacar que linguagem e Jogos nio se confundem, pois este nio se reduz ao mero discurso. E na
medida em que o discurso se apresenta de acordo com algum conteudo do conhecimento (Heraclito)
ou uma forma de pensamento visando uma finalidade (Aristoteles) que ele manifesta o /ogos. Embora
1sso implique na nao identificacio entre linguagem e /ogos, o uso da linguagem pode ser compreendido
como marco da natureza humana, porque € nosso traco distintivo usa-la para expressar o /ogos.

Essa conclusio e os topicos que evocaram ambos os pensamentos nos remetem a tensio
existente entre linguagem e realidade no Critilo, didlogo platénico que problematiza a atividade de
nomear. Nesse texto, Hermogenes e Cratilo discutem, tendo Socrates como mediador-provocador,
acerca da qualidade dos nomes de serem meramente convencionais (Crat. 383a-386¢), ou
naturalmente determinados pela adequacao com o modo de ser daquilo a que se referem (Crat. 386e-
390¢).

O que nos interessa destacar com 1sso ¢ somente a tensao revelada pelo texto de Platio entre a
linguagem (e seus usos) e a realidade, que pode remeter as no¢oes heraclitica e aristotélica do /ogos.
Ela nos permite vislumbrar a densidade dos problemas filosoficos que orbitam a hinguagem: serd que
as palavras carregam ou revelam aspectos ontologicos daquilo que nomelam? Sera que quem nomeia,
por meio da linguagem, tem algum tipo de acesso ao ser das coisas? Se sim, poderia, pelo uso da
linguagem, destacar os marcos do que existe? Serd que a linguagem denota aspectos ontologicos acerca
daquele que fala (se ¢ humano ou possui Jogos)? Sera ela um marco da humanidade? E possivel pensar
logos separado da linguagem? E linguagem separado de /ogos? Ao que tudo indica, nao é o mero
discurso linguistico que marca a qualidade de humano, mas o /ogos. Porém, 1sso s6 pode ser averiguado

linguisticamente. Entio, como reconhecer que alguém fala por meio do /ogos?
1.2 Linguagem e alma: a perspectiva moderna cartesiana

Nesta subsecao, trataremos do raciocinio do filésofo francés René Descartes, a fim de explicitar
de que modo a linguagem humana adquire um estatuto ainda mais especial, porque denota que no
corpo existe alma. Com esse intuito, passaremos por pontos especificos de suas fisiologias, teoria das
paixoes, duvida metodica e do seu dualismo de substincias. Aqui, a linguagem deve ainda ser
compreendida no sentido amplo, como anteriormente. A distin¢io entre sintaxe e semantica, bem
como a discussio contemporinea em torno desse assunto, nio entram em jJogo nhas assertivas
carteslanas.

Na primeira parte de As Paixoes da Alma, Descartes fala das paixdes em geral visando a
natureza do ser humano, a partir da distin¢ao entre mundo fisico e mundo espiritual (mental), que

fundamenta o raciocinio do autor e culmina na capacidade linguistica como marco de humanidade.
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Descartes (1973, pp. 227-228) explica que se algo que ocorre em nos e acontece igualmente em
corpos inanimados (sem espirito, sem mente), entio 1sso deve ser atribuido exclusivamente ao mundo
fisico; e que, ao contrario, aquilo que existe em nds, mas nao pode ser atribuido somente ao corpo,
deve pertencer a alma. Seguindo esse raciocinio, ele afirma que o corpo, bem como todo o mundo
material, ¢ regido pelas leis e principios da fisica, do movimento e da geometria, enquanto o espirito
tem seu dominio proprio e independente. Por 1sso o filésofo francés conclul que nao é possivel "que o
corpo pense de alguma forma" e que "toda espécie de pensamento que existe em nos pertence a alma’.
Este ¢ um aceno ao seu dualismo entre res cogitans (substancia pensante) e res extensa (substancia
material).

A separacio entre corpo e alma ¢ alcancada por Descartes no projeto epistemologico
apresentado nas Meditacoes Metafisicas (1973), cujo principio €é a davida como método. Na primerra
meditagao, o filosofo estabelece a duvida hiperbolica por meio do principio metafisico do génio
maligno, capaz de enganar irrestritamente (p. 99).

Entretanto, na segunda meditacio, Descartes nota que, ainda que haja um génio maligno a lhe
enganar absolutamente, a proposicao "eu sou, eu existo, ¢ necessariamente verdadeira todas as vezes
que a enuncio ou que a concebo em meu espirito" (1973, p. 100). Dessa primeira certeza, amplamente
conhecida como cogito ergo sum (eu penso, eu existo), apos uma reflexao sobre a natureza do seu ser,
o filosofo conclul que é uma coisa essencialmente pensante (1973, p. 103): o ser humano existe como
res cogitans (substancia pensante). A partir desse ponto, o autor, com o puro raciocinio, faz distincoes
acerca do que pode dizer a respeito de seu proprio espirito num movimento auto reflexivo (medita¢ao),
que culmina em outra certeza: a alma ¢ mais facil de conhecer do que o corpo (1973, p. 106)". Os
motivos para 1sso estdo relacionados ao contraste entre o acesso direto e imediato que temos dos
conteudos dos pensamentos conscientes e a incerteza acerca daquilo que € externo, material e depende
dos sentidos para ser conhecido’. Isso vale para todos os objetos, incluindo o corpo.

Por essa razao, a existéncia das coisas materiais somente € alcancada na sexta meditacao, apos
a fundamentacao de um plano epistemologico de 1deias claras e distintas assegurado pela ideia de Deus
(terceira meditacao). Contudo, para chegar a essa conclusiao, Descartes, por conta do raciocinio que

desenvolve nessa obra, deve se comprometer com outra tese: a distin¢ao real entre alma e corpo, ou

4 A independéncia epistémica entre alma e corpo, baseada em uma nocao de transparéncia dos estados
mentais ao sujeito que os possui conscientemente, sera usada por Descartes para afirmar a sua independéncia
ontoldgica.

> Esse raciocinio cartesiano e a assimetria entre os planos de conhecimento do “interno” e do “externo” serao
motivo da confus3o entre os planos ontoldgico e epistémico nos 7estes de Linguagem. Por isso, a discussdo
acerca das Meditagoes é necessaria: nosso argumento ndo dependera apenas do dualismo, e sim da dinamica
entre a metafisica e a epistemologia cartesianas, cuja ldgica, quando aplicada aos 7estes de Linguagem, leva,
irremediavelmente, ao solipsismo - ou pelo menos ao Problema das Outras Mentes. Agradecemos ao avaliador
anonimo pela observagao.
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entre espirito e matéria, e suas respectivas propriedades. Ele defende que, tendo conhecido com certeza
a s1 proprio como algo cuja natureza é de esséncia unicamente pensante, segue-se o fato de ter uma
1dela clara e distinta de s1 como algo inextenso e que, portanto, o corpo, ¢ uma outra coisa, algo extenso
que nio pensa (Descartes, 1973, p. 142)°. Isso implica que "minha alma, pela qual eu sou o que sou, ¢
mteira e verdadeiramente distinta de meu corpo e que ela pode ser ou existir sem ele" (Descartes, 1973,
p- 142). A existéncia do corpo é concebida apenas pela plausibilidade da inferéncia de que para
sensacoes e faculdades corpéreas deve haver uma causa de mesmo tipo, fisica, material, extensa e
corporea (Descartes, 1973, p. 143).

Expostas as dimensoes metafisica e epistémica do dualismo cartesiano, mostraremos que elas
sao suficientes para estabelecer um 7este de Linguagem como melo seguro para determinar se os
animais ou os autdomatos poderiam pensar como noés e para resolver o Problema das Outras Mentes,
porque o sistema de Descartes habilita a linguagem como marco da razio, algo exclusivo e necessario
a natureza humana.

Na primeira parte do Discurso do Método, o filosofo afirma que aquilo que distingue os seres
humanos dos animais € a capacidade para razio. Nossos corpos, como res extensa, estao sob as leis da
mecanica e tém os mesmos principios fisioloégicos, mas nds somos, como res cogitans, racionais. Logo,
Descartes conclul que se houvesse maquinas com 6rgiaos ou corpos como "de qualquer outro animal
sem razao, nao disporiamos de nenhum meio para reconhecer que elas nao seriam em tudo da mesma
natureza que esses animais' (1973, p. 68). Todavia, "se houvesse outras que apresentassem semelhanca
com 0s NOSSOs COrpos € Imitassem tanto nossas acoes quanto moralmente fosse possivel, terfamos
sempre dols melos muito seguros para reconhecer que nem por 1sso seriam verdadeiros homens"
(Descartes, 1973, p. 68): (1) nunca poderiam usar as palavras como nos para declarar os pensamentos;
e (2) nem seriam capazes de desempenhar as mesmas funcoes que noés, em geral, somos capazes de
realizar.

Sobre (1), Descartes imagina que seja possivel conceber que uma maquina, feita como uma boa
réplica do corpo, profira poucas palavras e até mesmo diga algumas a respeito de sensacoes decorrentes
de estimulos fisicos. Ele supoe que, ainda que houvesse maquinas que, quando tocadas em uns pontos
especificos, exibam comportamentos como perguntar por instrucoes, gritar de dor ou outras coisas
semelhantes (Descartes, 1973, p. 68), nio seria possivel que elas pudessem rearranjar as palavras tio
variadamente de modo a responder ao sentido de tudo o que lhe for dito em sua presenca. Mas isso ¢é
algo que podem fazer "os homens mais embrutecidos" (Descartes, 1973, p. 68). O mesmo vale para o

caso de animais como os papagalos, pois, apesar de poderem proferir algumas palavras, nio podem

6 Aqui esta: da independéncia epistémica, segue-se a ontoldgica (conforme Descartes).
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rearranja-las de maneira complexa, a fim de dar testemunho do pensamento por meio do discurso
(Descartes, 1973, p. 69). Por isso é um erro, ele afirma, confundir nosso uso da palavra com o dos
animais ou autdomatos, porque este esti para "os movimentos naturais, que testemunham as paixoes e
podem ser imitados pelas maquinas assim como pelos animais" (Descartes, 1973, p. 69).

Assim, conclul Descartes, pode-se:

[...] conhecer a diferenca existente entre os homens e os animais. Pols é uma coisa
bem notivel que niao haja homens tio embrutecidos e tio estupidos, sem excetuar
mesmo os Insanos, que nao sejam capazes de arranjar em conjunto diversas palavras,
e de compd-las num discurso pelo qual facam entender seus pensamentos; e que, ao
contrario, nao exista outro animal, por mais perfeito e felizmente engendrado que
possa ser, que faca o mesmo (Descartes, 1973, p. 69).

Ja a respeito do meio (2) para reconhecer a razio em outrem, o filésofo diz acreditar que
automatos e animais possam desempenhar algumas tarefas melhor do que os seres humanos, porém,
1ss0 nao tem grandes implicacoes, pois falhariam mvariavelmente para outras e o relégio também marca
as horas com mais precisao do que nés (Descartes, 1973, p. 69). Isso seria suficiente para concluir que
esses corpos agem conforme a disposicao de seus 6rgaos, e nao pelo seu conhecimento, pois as
maquinas realizam acoes e apresentam disposicoes particulares. Assim, seria necessario construi-las
para mumeras e muito diferentes situacoes, o que Descartes julga impossivel (1973, p. 69).
Diferentemente, os seres humanos dispoem da razao para reger suas acoes e seus comportamentos, o
que justifica nossa capacidade de desempenhar multiplas e diversificadas funcoes (Descartes, 1973, p.
69).

O filésofo francés ¢ muito claro ao defender a relacio estreita entre linguagem e razio: porque
¢ expressao do pensamento, denota racionalidade, uma caracteristica essencial e distintiva do ser
humano como res cogrtans . Mesmo pessoas nascidas surdas ou mudas sio capazes de se fazer entender
por meio de sinais que criam, pois desenvolvem uma linguagem (no sentido amplo) prépria. A palavra,

enquanto expressao racional, para Descartes, é testemunho da alma (mente) humana e, portanto, um

7 Um opositor hipotético poderia alegar: “Isso parece contrariar a hipotese em discussdo pelo autor de que a
linguagem é a marca da racionalidade humana, dado que aqui ela é apenas parasitaria ao pensamento, sendo
a res cogitans, e ndo a linguagem, a marca distintiva do humano. Podemos ainda assumir que sendo a
linguagem uma expresséo fisica (seja falada ou escrita) deveria ser regida por aguelas leis materiais da res
extensd’. A ele responderiamos: nao contraria, pois, em Descartes, no tocante a res cogitans, ndo ha cisao
entre pensamento e linguagem. Além disso, ndo devemos confundir a mecanica da fala (ambito da res
extensa) com a linguagem entendida no sentido expresso pelo fildsofo francés (algo exclusivo da res cogitans):
é um erro "confundir as palavras com os movimentos naturais, que testemunham as paixdes e podem ser
imitados pelas maquinas assim como pelos animais" (Descartes, 1973, p. 69). Descartes defende claramente
gue somente a res cogitans é capaz expressar o pensamento por meio da linguagem, de tal modo que, para
ele, um Teste de Linguagem (e a existéncia de Deus) é suficiente para resolver o Problema das Outras Mentes.
Agradecemos ao avaliador anénimo pela observagao.
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marco daquilo que ¢ qualificado como humano® (1973, p. 70). Por isso, um Teste de Linguagem é,
para ele, suficiente para determinar quando se trata de ser humano ou animal (ou autdbmato).

No entanto, ha algo que deve ainda aqui ser destacado: nas Objecoes e Respostas as Meditacoes,
o hlosofo francés alega que a alma, mediante a reflexdo e a meditacio sobre o que ela é, pode
experimentar (ue pensa, mas nao experimentar se os animais tém pensamento ou nao, por 1sso, "nada
disto pode descobrir senio quando, examinando as operacoes dos animais, remonta dos efeitos as
causas' (Descartes, 1973, p. 194). Isso significa que a clareza e a distin¢ao do conhecimento acerca de
s1 proprio como uma coisa pensante sao garantidas pelo acesso direto e privilegiado que temos acerca
dos nossos proprios conteudos mentais, uma espécie de transparéncia. Ja no caso dos animais, somente
podemos observar suas operacoes, seus comportamentos, e, a partir desses efeitos, inferir as causas.
Por que motivos 1sso niao vale para as outras pessoas? Por que o Problema das Outras Mentes pode
ser superado pela aplicacao de um 7este de Linguagem? Para Descartes, porque é impossivel que uma
maquina faca o mesmo uso da linguagem que nos fazemos. Segundo ele, 1sso é suficiente para
estabelecer a linguagem como marco de humanidade.

Isso, contudo, leva-nos a um outro problema, cujas elaboracao e solucao serao tratadas na secao

seguinte a respeito dos 7Testes de Linguagem.

1.3 Linguagem e intencionalidade: a perspectiva contemporanea de

John Searle

Para finalizar nossa exposi¢ao de uma tradi¢io de modo de pensar acerca da linguagem e de
uma suposta natureza humana, trataremos, nesta subsecio, da proposta do filosofo contemporaneo
estadunidense John Searle, porque, embora pareca desassociar a linguagem, enquanto objeto, de
qualquer aspecto ontologico daquele que fala, reintroduz o problema do marco, que
problematizaremos na secao seguinte. Nesta subsecdo, a linguagem pode ser compreendida em suas

dimensoes sintitica (puramente formal/simbolica) e semantica (intencional e acerca do contetado).

8 A racionalidade é propriedade intrinseca essencial da res cogitans e isso €, sem duvidas, um aspecto especial
do humano. Com base nisso, um opositor hipotético poderia alegar: “ Isso ndo parece correto, pois se a palavra
revela a alma (res cogitans), ndo seria a alma o marco do humano? N&o estamos aqui tomando o veiculo pela
mensagem veiculada?” A ele responderiamos: segundo Descartes, expressar o pensamento por meio da
linguagem € uma capacidade exclusiva da substancia pensante, logo, a linguagem funciona como marco do
humano. Como reconhecer uma res cogitans como nds? Pelo uso da linguagem e da comunicacdo. E valido
destacar que o marco, tal qual o definimos, € um indicador ontolégico da presenca de uma causa oculta
inacessivel, mas determinada por meio de efeitos especificos observados. Assim, para o fildsofo francés, a
linguagem é o Unico veiculo possivel para a mensagem veiculada — e nisto consiste a sua identificacdo como
marco da res cogitans. Agradecemos ao avaliador andnimo pela observagao.
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De acordo com Searle (2002, p. VII), a Filosofia da Linguagem é um ramo da Filosofia da
Mente. Isso serd fundamento da explicaciao de uma das caracteristicas mais fundamentais da mente, a
mtencionalidade. Mas ¢é valido ressaltar que nio analisaremos nem reconstruiremos detalhadamente a
teoria de Searle sobre a intencionalidade, apenas apresentaremos seu modo de raciocinar.

Assim, segundo o filosofo estadunidense,

[...] a capacidade dos atos de fala para representar objetos e estados de coisas no
mundo é uma extensao das capacidades mais biologicamente fundamentais da mente
(ou do cérebro) para relacionar o organismo ao mundo por meio de estados mentais
[...]. Uma vez que os atos de fala sio um tipo de acio humana e uma vez que a
capacidade da fala para representar objetos e estados de coisas faz parte de uma
capacidade mais geral da mente para relacionar o organismo ao mundo, qualquer
explicacio completa da fala e da linguagem exige uma explicacio de como a
mente/cérebro relaciona o organismo a realidade (Searle, 2002, pp. VII-VIII).

Ou seja, o mecanismo de funcionamento da linguagem somente pode ser completamente
explicado se explicitamos a ponte entre o nosso mundo privado dos estados mentais e aquele publico
da realidade compartilhada. Esta ponte é estabelecida por meio da intencionalidade.

A intencionalidade pode ser compreendida como direcionalidade e como representacao. Sob
a primeira perspectiva, Searle diz que "Intencionalidade ¢ aquela propriedade de muitos estados e
eventos mentais pela qual estes sao dirigidos para, ou acerca de, objetos e estados de coisas no mundo"
(Searle, 2002, p. 1). Se um estado D ¢é intencional, existem respostas para as perguntas "a que se refere
D? Em que consiste 1? O que é um D tal que?" Por 1sso, o sentido geral da palavra é melhor expresso
por seu termo em inglés, aboutmess ("'sobredade"”). Crencas, temores, esperancas e desejos sao
mtencionais, todavia, nem todo estado mental o é. As sensacoes, por exemplo, nio se referem a algo.
Igualmente, a mtencionalidade nao coincide com a consciéncia. De acordo com Searle, apesar de a
frase de Edmund Husserl (2006) "toda consciéncia é consciéncia de algo” sugerir o oposto, algum tipo
de 1dentidade entre intencionalidade e consciéncia, 1sso nao acontece, porque o "de" neste caso é
diferente daquele da intencionalidade propriamente dita. Nos estados mentais intencionais, ha uma
distin¢ao entre o estado em si e aquilo a que ele esta direcionado. Para ilustrar, poderiamos responder
"ansiedade"” para quando perguntados "estd com sensacao de que?" Isso é muito diferente de dizer
"tenho medo de cobras". Este ¢ um estado itencional; aquele, ndo. Porém, com o intuito de estabelecer
a ponte entre a subjetividade e o mundo externo, Searle se concentra em outro ponto: desenvolver a
mtencionalidade como representacao.

Isso ¢ feito por meio de uma comparacao com o modelo dos atos de fala, porque "os estados
Intencionais representam objetos e estados de coisas no mesmo sentido de representar’ em que os atos

de fala representam objetos e estados de coisas" (Searle, 2002, p. 5). Nao € nosso proposito destrinchar
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a teoria de John Searle. Para o desenvolvimento de nossa argumentacao, basta-nos entender que ele
nao sugere que a intencionalidade seja essencial e necessarlamente linguistica, mas o contrario: "a
linguagem ¢ derivada da intencionalidade, e nao o oposto" (Searle, 2002, p. 8).

Vale salientar que o sentido de "representaciao” empregado por Searle nada tem de ontologico.
Afirmar que uma crenca representa suas condicoes de satisfacio é o mesmo que dizer que um
enunciado representa suas condi¢oes de satisfacao. Proferir que uma crenca constitui uma
representacao nada mais ¢ do que exprimir que ela possut um contetido proposicional e um modo
psicologico; que tal contetiido determina um conjunto de condicoes de satisfacio sob certos aspectos;
que tal modo psicoldgico determina a direcio de adequacao do seu contetdo proposicional (Searle,
2002, p. 16). Isso tudo, alega Searle, é explicado pela teoria dos atos de fala.

Diante disso, ja que a representacao de uma sentenca deriva da intencionalidade da mente, esta
¢ mais primitiva ¢ fundamenta a sua teoria linguistica. Nesse sentido, a Filosofia da Linguagem ¢ um
ramo da Filosofia da Mente e, consoante Searle, ambas dependem da ontologia do mental. Logo,
podemos compreender que a linguagem, examinada enquanto objeto, nio possui, intrinsecamente,
mtencionalidade. Considere um texto descritivo de um cendrio, um mapa, ou um livro: nada disso
possul intencionalidade intrinseca, nos, seres humanos, é que atribuimos aos simbolos desses objetos,
a sua linguagem, a propriedade de ser sobre ou de representar alguma outra coisa. Por isso, a
linguagem, enquanto objeto, desprovida de sentido (semantica), nada mais ¢ do que uma série de
simbolos ordenados conforme uma regra (sintaxe) e nao possui qualquer capacidade, por si s0, de
denotar algo da natureza humana. Ao que tudo indica, a partir desse momento, a linguagem nao ¢ mais
um marco ontoldogico do humano, esse papel é realizado pela intencionalidade. Esse pensamento,
como veremos, serd fundamental para o Argumento do Quarto Chinés, proposto por John Searle.

Contudo, como explicaremos na secao seguinte, essa proposta nao supera a distincia existente
entre um efeito observado e sua causa oculta imacessivel: como saber se algo que se comunica conosco
possul intencionalidade intrinseca? Afinal de contas, somente posso observar a desenvoltura de um
mterlocutor em jogos de linguagem, mas nao determinar o que, por meio dessa interacio, causa seu

comportamento linguistico.

2 OS TESTES DE LINGUAGEM: TURING, DESCARTES E SEARLE

No século XX, Alan Turing (1950) enunciou a questio "maquinas podem pensar?" Embora
essa pergunta evoque problemas filosoficos, tedricos, cientificos e até mesmo técnicos, seu proponente

a considerou sem significado para merecer discussao. Ao mvés disso, ele nos apresenta o Jogo da
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Imitacio. Esse experimento mental envolve trés participantes: um interrogador de qualquer género
sexual e dois interlocutores, de sexos opostos. O objetivo do primeiro ¢ distinguir entre quem ¢ homem
e quem ¢ mulher. O jogo deve ocorrer as cegas, de modo que o interrogador tem acesso a informacoes
exclusivamente pelos dados de uma conversa digitada com seus interlocutores. Sabendo disso, agora
devemos supor que um deles é substituido por uma maquina, um computador teérico (a principio)
adequadamente programado. Neste caso, "o mterrogador decidird errado com a mesma frequéncia
quando o jogo for jogado dessa forma como quando o jogo for jogado entre um homem e uma
mulher?" (Turing, 1950, p. 433). Dessa maneira, no lugar de "maquinas podem pensar?", devemos
mdagar "maquinas podem passar no Jogo da Imitacio?”

Na época em que o elaborou, Turing esperava que, no futuro, com os avancos técnicos e
tecnologicos, da engenharia e da ciéncia da computacao, seria possivel uma maquina capaz de enganar
o interrogador. Caso 1sso acontecesse, nao seria estranho que falissemos de maquinas pensando sem
a expectativa de sermos contestados, porque elas seriam indistinguiveis linguisticamente de nés seres
humanos. Teriamos ai uma Inteligéncia Artificial (IA).

Entretanto, em que sentido "uma maquina pode obter uma taxa de sucesso razodvel no_Jogo da
Imutagcao? substitml "uma maquina pode pensar'? Antes de responder diretamente a 1sso, ¢ preciso
destacar que, para nossos propositos, os géneros dos participantes do jogo sao irrelevantes, pois, em
consonancia com a leitura de Copeland (2000), Piccinini (2000) e Moor (2001), o que Turing realmente
tinha em mente era um teste no qual uma maquina (computador, programa, sistema) deve fingir, por
melo da linguagem, ser um ser humano bem o suficiente para fazer com que o interrogador se engane
ao determinar quem é humano e quem é maquina. Qualquer teste que possa ser compreendido nesses
termos gerais, chamamos, neste artigo, 7este de Linguagern.

Feita essa consideracio, e esclarecendo que, para nossos objetivos nao importa a taxa de sucesso
nos testes, podemos dizer que ha duas mterpretacoes possiveis da relacio entre as duas perguntas feitas
por Turing: (1) se uma maquina passar no jogo, entio ela sera inteligente; e (2) se uma maquina passar
no jogo, entao sera razoavel que a consideremos inteligente. Em ambas as concepcoes, ha uma nocao
mtuitiva de que um determinado uso da linguagem estd associado a inteligéncia, tal como nos
pensamentos filoséficos expostos na se¢ao anterior. Todavia, em (1), temos uma conclusio com
mmplicacoes ontoldgicas: nio € o fato de o interrogador dizer que a maquina ¢ uma pessoa que faz dela
mteligente, mas ¢ algo nela (em seu projeto, construcio ou programacio) que lhe concede a inteligéncia
para obter sucesso no jogo. Porque ¢ inteligente, a maquina passou no teste. Ja em (2), a inteligéncia
da maquina é reconhecida, percebida, verificada ou corroborada pelo sucesso no teste, o que nao
consiste em implicacao ontologica, e sim epistémica: se a maquina ¢ ou nao um ser inteligente antes de

tudo nao faz sentido, porque a conclusao que se obtém neste caso ¢ pela via epistémica da avaliacao de
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seu desempenho no jogo. Dessa forma, podemos dizer que os Testes de Linguagem tém: uma
mterpretacao ontologica, segundo a qual o teste da informacoes suficientes para inferir caracteristicas
mtrinsecas de inteligéncia da maquina; e outra epistémica, na qual niao ocorre atribuicio de
propriedades inerentes, apenas se reconhece a capacidade da maquina de realizar uma atividade, sem
mmplicacoes metafisicas com causas ocultas.

Como lidar, portanto, com uma IA bem sucedida? Qual interpretacio ¢ mais adequada? E
valido aqui relembrar e seguir o raciocinio de Descartes na resposta dada a como saber se os animais
pensam? "nada disto pode descobrir senao quando, examinando as operacoes dos animais, remonta
dos efeitos as causas" (1973, p. 194). Se fizermos conforme o filosofo francés sugere e tivermos como
premissa seu sistema metafisico, devemos, dos efeitos, realizar inferéncias sobre as causas, para
concluir, corretamente, que num corpo de animal ou de uma maquina, nio existe alma (nem mente,
razao ou inteligéncia). Entretanto, 1sso s6 ¢ verdadeiro num mundo em que uma maquina nio é capaz
de se comunicar satisfatoriamente, nem mesmo como um "homem bruto', ou seja, no cenario em que
maquinas falham no Teste de Turing. Caso contrario, quando um automato for bem sucedido, seremos
obrigados a concluir que: o principio causador ou deve ser o mesmo para nés € a maquina e, portanto,
maquinas pensam como nos; ou este principio nao pode ser conhecido, nem no caso da maquina nem
no de outras pessoas.

Neste ponto, €é proveitoso fazermos um pequeno desvio, pois tais questoes levantadas pela
mterpretacio 7este de Turing podem ser identificadas também na leitura de Descartes. Nas
Meditacées Metafisicas, ele enuncia aquilo reconhecido tradicionalmente como Problema das Outras
Mentes (Avramides, 2023), mediante a pergunta: "que vejo desta janela, senao chapéus e casacos que
podem cobrir espectros ou homens ficticios que se movem apenas por molas?" (Descartes, 1973, p.
105). Nesse texto ele estd preocupado com a possibilidade da existéncia de seres humanos mecanicos,
sem espirito (mente), que se comportem como nods ao ponto de engand-lo. Apesar de, nesta obra,
Descartes responder a propria indagacio gracas a sua simples capacidade de julgar para distinguir as
maquinas de pessoas reais, no Discurso do Método, ele propoe a solucao baseada na natureza distinta
do ser humano como algo pensante: um Teste de Linguagem. Considerando, novamente a
possibilidade de haver maquinas capazes de imitar nossos corpos e acoes, ele defende que poderiamos
distingui-las entre seres humanos reais gracas a capacidade destes "de arranjar em conjunto diversas
palavras, e de compd-las num discurso pelo qual facam entender seus pensamentos” (Descartes, 1973,
p. 69). Contudo, como explicamos no paragrafo anterior, essa solucio somente funciona caso nio haja
maquinas que performam nossos "jogos de linguagem". Para Descartes, quica devido ao seu contexto
historico, social, cultural e conceitual, fosse dificil imaginar tal cenario, mas, para Turing, nao - quanto

mais para nos, contemporaneos do chatGPT.
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Dito 1sso, perguntamos novamente: qual interpretacio é mais adequada? Adotar a interpretacio
ontologica do resultado positivo do Teste de Turing significa estabelecer uma relacao essencial entre
linguagem e pensamento, linguagem e razao, linguagem e a qualidade do que é ser humano, em
alinhamento com a metafisica cartesiana. Assim, num mundo em que uma maquina possa passar no
"Teste de Descartes', ela pensa e deve ser apropriadamente chamada de Inteligéncia Artificial, porque
o principio causador do seu sucesso deve ser o mesmo que nos permite nosso uso da linguagem: a
mente. Segundo a interpretacao ontoldgica, passar no teste ¢ suficiente para tal conclusio, porque a
linguagem ¢ rmarco do humano. Em tal cenario, opor-se a essa conclusao leva ao Problema das Outras
Mentes, porque negar que outra mente possa ser reconhecida, epistemicamente, mediante um
principio metafisico que funciona como marco, resulta na impossibilidade de se reconhecer como
humana qualquer coisa que se comunique como nos, mesmo outros seres humanos.

Talvez, por vislumbrar embaracos metafisicos desse tipo, Turing tenha orientado que, ao ivés
de questionar "mdquinas podem pensar?, devéssemos perguntar "uma mdquina pode obter uma taxa
de sucesso razoavel no_Jogo da Imitaciao?' Isso parece nos indicar uma interpretacio com menor carga
metafisica, pois se refere mais a questao epistémica: quais fatores corroboram para o interrogador dizer
que conversa com uma pessoa, quando, na verdade, dialoga com uma maquina? Seguindo por esta via
da interpretacio epistémica, ¢ possivel que o resultado positivo de uma IA no 7este de Turignao seja
suficiente para dizer que uma maquina é nteligente, embora seja razoavel, porque ela realiza uma
imitacao perfeita.

Isso tudo nos remete ao artigo do filosofo estadunidense contemporaneo, John Searle, Minds,
brains and programs (1980), no qual ele publica, pela primeira vez, seu famoso Argumento do Quarto
Chinés.

A 1deia central por tras do argumento de Searle é mostrar que "a IA no sentido forte deve ser
falsa, uma vez que um agente humano poderia instanciar um programa e, mesmo assim, nao ter estados
mentais" (1980, p. 417). Mediante seu experimento mental, o filésofo pretende demonstrar que uma
mera implementac¢io algoritmica computacional nao é, por si s6, suficiente para a consciéncia ou a
mtencionalidade, ja que ninguém que apenas manipule simbolos desconhecidos de outra lingua diria,
arespeito de st mesmo, que compreende verdadeiramente o 1dioma, ainda que assim o parecesse para
os observadores. Ademais, ele finaliza com a defesa de que é necessaria a existéncia de uma base causal
fisica organica capaz de produzir nossos fendmenos mentais.

No micio de seu artigo, Searle apresenta uma distin¢cao entre os sentidos fraco e forte de TA.
Segundo ele, o primeiro se refere ao uso instrumental das teorias computacionais: elas sio meios para
promover o estudo e a reflexao acerca da mente, da cognicio e da consciéncia, mas nio tratam dessas

entidades em s1. K 1sso, diz-nos Searle, permite-nos ser mais rigorosos e precisos do que antes. Ja no
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sentido forte de IA: "o computador nio é apenas um instrumento para o estudo da mente" (1980, p.
417). Para este filosofo, de acordo com os adeptos da IA forte, computadores adequadamente
programados tém estados cognitivos. "Adequadamente programados' se refere a uma situacao na qual
uma maquina pode ser programada para relacionar um conjunto de mputs (variaveis de entrada de um
sistema) a um de outputs (variaveis de saida de um sistema), exibindo um comportamento
perfeitamente similar ao humano.

Além disso, de acordo com Searle (1980, p. 418), os partidarios da IA forte ndo dirtlam que um
programa como o de Roger Schank (1977) apenas simula uma habilidade humana, e sim que: (1) a
maquina compreende a histéria e fornece respostas as questoes; (2) 0 que a mdquina e seu programa
fazem explica a habilidade humana para entender historias e responder questoes sobre elas.

Entretanto, John Searle considera que essas assercoes sao Insustentavels, pols a mera
manipulacio simbolica, ainda que cause um comportamento complexo e igual a0 nosso, nao sera
suficiente para implicar em compreensio, um estado mtencional.

No Argumento do Quarto Chinés, um nao falante de chinés seria capaz de relacionar uma série
de simbolos cujo significado desconhece gracas a uma série de regras no seu idioma nativo do tipo "se
receber tal ou tais simbolos, entao devolva tal ou tais simbolos". Assim, a medida que a pessoa trancada
no quarto aperfeicoasse sua manipulacao simbolica e os programadores melhorassem seus algoritmos,
do ponto de vista externo ao quarto, as respostas dadas por ela seriam ndistinguivels daquelas
fornecidas por falantes nativos de chinés.

A vista disso, alguém que raciocine como os partidarios da IA forte deveria dizer que o quarto,
ou qualquer coisa que esteja escondida por essa "caixa-preta’, compreende chinés. Contudo, Searle se
coloca no mterior do quarto, na posi¢ao de quem manipula simbolos, e nos sugere fazer o mesmo. Sob
essa perspectiva dirfamos que compreendemos chiés? Consoante ele, nio, porque obtivemos as
respostas por manipulacdes formais, sem qualquer significacao. Noés, a respeito do chinés, teriamos nos
comportado como um computador, executando operacdes computacionais com base em elementos
formalmente especificados. Por conseguinte, conclui Searle, "para os propésitos do idioma chinés, eu
sou simplesmente uma instanciacio de um programa de computador” (1980, pp. 417-18).

Sabendo disso, Searle nos recomenda a andlise das duas assercoes feitas pelos defensores da
IA forte.

Acerca da primeira ele afirma: "parece 6bvio |...] que eu nao compreendo uma palavra das
historias em chinés" (Searle, 1980, p. 418). Mesmo com a relacio perfeita entre inputs e outputs,
promovida por um programa adequado, nio importa o quanto o filésofo pareca saber chinés, ele nio

entende nada do que fala. O paralelismo estabelecido pela estratégia argumentativa é claro:
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Pelas mesmas razoes, o computador de Schank nio compreende nada das historias,
sejam elas em chinés, em inglés, ou em qualquer outro idioma. No caso do 1dioma
chinés, eu desempenho o papel do computador, e nos casos onde nio desempenho
tal papel, o computador nio faz nada além do que eu poderia fazer, ou seja, em ambas
as situacoes nio ha compreensio (Searle, 1980, p. 418).

Sobre a segunda ele diz: "podemos verificar que o computador e seu programa nao fornecem
as condi¢coes suficientes para a compreensio’; e se pergunta: "sera que ele fornece uma condicio
necessaria ou uma contribuicio significativa para a compreensao?" (Searle, 1980, p. 418). Ora, se,
somarmos a tese (1) da IA forte ao funcionalismo, poderiamos dizer que a compreensio, definida em
termos funcionais, ¢ a mesma coisa para nos e para um computador executando um programa, ou seja,
uma relacao entre mputs e outputs. Porém, em um caso - quando falamos nosso idioma - nés
parecemos ter uma no¢ao muito clara a respeito da nossa compreensio, € no outro - operando com
simbolos desconhecidos - parecemos ter uma no¢ao muito clara acerca do nosso estado de nao
compreensio, ou melhor, de que nao ocorre qualquer ideia em torno do significado original dos
simbolos. Logo, Searle diz que, apesar de nao poder demonstrar a falsidade de (2), tudo leva a crer
que ela o é. Com 1sso, pode-se notar que Searle responde diretamente a pergunta original de Turing,
dizendo: as maquinas nao podem pensar.

Finalmente, agora, depois das explicacoes dos Testes de Linguagem de Turing, Descartes e
Searle, podemos esclarecer algo que ¢ motivo de discordancias em torno de todas essas propostas: uma
assoclacao entre a linguagem e a alma (mente) humana, que leva aquela entre os testes e o Problema
das Qutras Mentes. Trata-se de uma confusio entre os aspectos metafisico e epistémico das
configuracoes dos Testes de Linguagem ja prenunciado por Descartes: se somos interrogadores
tentando distinguir entre os participantes quem é maquina ¢ quem ¢ humano, o resultado do teste é
em funcio de questdes epistémicas; mas se estamos tentando convencer outra pessoa de que somos
seres humanos, nés sabemos que somos tais criaturas, e esta ¢ uma afirmacio de teor ontologico.

O que 1sso significa para os Testes de Linguagem? Como veremos, independentemente da
resposta, temos consequéncias filoséficas relevantes acerca daquilo que consideramos como tao certo

a NOSSO Proprio respeito.

3 "NAO SOU UM ROBO": O PROBLEMA FILOSOFICO PRENUNCIADO PELOS
TESTES DE LINGUAGEM

Para corroborar nossa hipétese, deve-se destacar que Turing (1950) prevé possiveis objecoes a

sua abordagem, dentre as quais a 7eoldgica (pp. 443-444) e a da Consciéncia (pp. 445-447). A primeira,
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¢ dita por Turing da seguinte maneira: "pensar é uma funcio da alma imortal do homem. Deus deu
uma alma imortal a cada homem e mulher, mas nio a nenhum outro animal ou miquina. Portanto,
nenhum animal ou maquina pode pensar' (1950, p. 443). J4a a segunda, ele atribui a Jefferson (1949)
por seu manifesto: "'nao até que uma maquina possa escrever um soneto ou compor um concerto por
causa de pensamentos e emocoes sentidas, e nao pela sorte de alguns simbolos, poderiamos concordar
que maquina € igual a cérebro - 1sto €, ndo apenas escrever, mas saber que o escreveu." Com a mesma
finalidade, deve-se ressaltar que Searle recebe o Problema das Outras Mentes como uma objecao ao
seu Argumento do Quarto Chinés: "se atribuimos cognicio a outras pessoas [unicamente por seu
comportamento], devemos em principio atribui-la também a computadores" (1980, p. 421).

Curiosamente, o argumento de Searle tem um efeito mesperado: desfaz os pressupostos das
objecoes feitas a Turing. Se o argumento do filésofo estadunidense ¢ vialido e pungente, o
funcionalismo, a IA forte e toda tese que se apoie em programas de IAs simbolicas, como o SHRDLU
(Winograd, 1973) e o ELIZA (Weizenbaum, 1966), ou em modelos de linguagem de larga escala (farge
language models - LLMs), como o ChatGPT, qualquer simulacio de fendmenos mentais humanos
baseada na maquina de Turing deve ser falsa’. E, além disso, quer dizer que 7Testes de Linguagem niao
sao suficientes nem essenciais a uma conclusio ontoldgica acerca da mente daquele que ¢ testado,
porque a linguagem, enquanto objeto acessivel ao exame alheio, nao remete, intrinsecamente, ao que
¢ qualidade de ser humano. Dessa maneira, a linguagem pura (sintaxe) nao é marco de humanidade,
como sugerem as réplicas a Turing”.

Ademais, ambas as objecoes, a Teologica e a da Consciéncia, sao muito similares aquilo que
pode ser extraido do raciocinio metafisico de Descartes. Para ele, ja que o ser humano possui alma,
pensar ¢ funcio da alma e o pensamento ¢ expresso pela linguagem, entio: miquinas e animais niao
podem pensar, nem produzir textos (escritos, musicais, imagéticos). Mas esse argumento, de carater
ontologico, para ser aplicado a realidade, depende da verificacao da capacidade de pensamento, feita
por meio da linguagem, procedimento este que, por sua vez, ¢ epistémico. Neste caso, ainda que haja
uma diferenca, como explica Searle (1980, pp. 421-422) na resposta a Olyecio das Outras Mentes,
entre como saber que outras pessoas (ou se outras coisas) tém estados cognitivos e o que estamos lhes
atribuindo ao dizer que tém estados cognitivos, a arquitetura dos 7Testes de Linguagerm mistura as

perspectivas metafisica e epistémica.

°Aplicamos as conclusdes de Searle sobre IA forte e fraca também as IAs baseadas em redes neurais profundas
como ChatGPT e outros, porque seu argumento ndo perde validade em tais casos. No entanto, é importante
destacar que a arquitetura das IAs da qual Searle debate no influente artigo de 1980 correspondem sobretudo
as IAs simbdlicas.

10 Tsso esta em consonancia com a resposta de Searle (1980) a objecao 7he brain simulator reply.
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Essa mistura tem duas implicacoes possiveis: (1) o solipsismo, porque somente habilita cada
um a falar de si; ou (2) a possibilidade real da IA forte tanto quanto de nos sermos como computadores,
porque estabelece uma simetria entre 1" e 3" pessoa. Vejamos como 1sso ocorre.

Considerando o Quarto Chinés, como um exemplo de 7este de Linguagem, temos duas
situacoes: uma externa, de observador/interlocutor (andloga aquela de mterrogador no de Turing); e
outra mterna, de manipulador dos simbolos desconhecidos (andloga a de participante do 7este de
1uring). Na primeira, as dimensoes metafisica e epistemologica sao mais claramente distinguivels, afinal
de contas, ¢ evidente que, por uma série de motivos que entram em jogo, objetivos (que se referem a
observacado do modo de se comunicar, presenca ou auséncia de "girias’, regionalismos, erros
ortograficos) e subjetivos (que se referem aos aspectos particulares que constituem a subjetividade do
mterlocutor/interrogador, as experiéncias pessoals, seus sentimentos e as particularidades de sua
historia de vida), nos, nesta posicio, podemos nos enganar. E possivel, do lado de fora, dizer
erroneamente que dentro do Quarto Chinés ha um falante de chinés, tanto quanto podemos nos
enganar ao dizer quem é humano e quem é maquina no 7este de Turmg. Em tal configuracao, tem-se
uma conclusao de cunho epistémico e nada se pode dizer ontologicamente acerca do que esti no
mterior da outra sala ou quais as causas reais daquelas expressoes linguisticas, pols acessamos
unicamente os efeitos visivels, como ja havia apontado Descartes. Essa conclusao ¢ apresentada
também por Searle. Por outro lado, no ceniario em que somos nés manipulando os simbolos, temos
acesso epistémico privilegiado e imediato aquilo que é causa do comportamento linguistico observado
de fora: nossa pura manipula¢ao simbolica (que sabemos correr sem qualquer compreensao). Ou, no
caso do Teste de Turing, sabemos que nos somos o ser humano, e nio maquinas. Essa condiciao
epistémica € considerada ontologica, tanto por Descartes (cogito ergo sum) como por Searle, em sua
definicao da ontologia de primeira pessoa (Searle, 1997; 2007). Assim, saber "o que sou" é uma certeza
maxima, a conjuntura em que o episttmico (o que sei de mim) e o ontologico (0 que sou) se
confundem.

O objetivo dos Testes de Linguagem, entretanto, nao ¢ estabelecer, metafisicamente, quando
nods mesmos, em exame de auto reflexao, estamos consclentes, intencionais € raclocinamos acerca dos
conteudos daquilo que expressamos por meio da linguagem. Nas Meditacoes, Descartes sugeriu uma
maneira de chegar a essa conclusao. Com os Testes de Linguagem, por outro lado, aquilo que
desejamos nos perguntar, seja "as mdquinas podem pensar?, seja "mdquinas podem passar no jogo da
mutag¢ao?’, é a respeito de outra coisa, algo diferente de nés mesmos, algo que s6 pode ser inferido a
partir dos efeitos observados.

Dito 1sso, podemos explicitar a confusio produzida pela configuracao dos Testes de

Linguagem: nao podemos aplicar os mesmos critérios que usamos para falar de nés mesmos (1" pessoa)
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ao julgamento acerca de outras coisas (3" pessoa). Por i1sso, os Testes de Linguagem evocam uma
dimensio na qual o Problema das Outras Mentes é absolutamente relevante e inevitavel.

Searle (1980) parece discordar, porque nao julga que a Objecao das Outras Mentes seja valida
a sua proposta. Todavia, embora nos pareca que seu argumento seja apenas sobre a manipulacao
simbolica e a semantica, devemos recordar que esta ¢ conferida a linguagem dos seres humanos pela
mtencionalidade, cujo fundamento, de acordo com Searle (1980, p. 417), estd na mente ¢ em sua
respectiva base causal, o sistema nervoso. £ compreensivel que, se desejamos definir a mente, o
fazemos de maneira teorica, mediante afirmacoes metafisicas, por exemplo. Mas, o que fariamos ao
encontrar uma nova criatura, que age tal como se tivesse estados intencionais, inclusive exibindo um
comportamento linguistico similar ao nosso? Sera plausivel que a pergunta "este ser pensa?" seja
respondida por uma vivisseccao ou ressonancias magnéticas? Se, em algum momento, fizermos este
tipo de questio, precisaremos de um teste de intencionalidade. E, ao que tudo indica, os problemas
dos Testes de Linguagem igualmente se mantém, pois a intencionalidade searleana € tio acessivel
quanto a alma cartesiana.

O filésofo estadunidense poderia rejeitar nosso apontamento pelo mesmo motivo que rejeitou
o Problema das Outras Mentes: ha uma diferenca entre como saber que outras pessoas (ou se outras
coisas) tém intencionalidade e o que estamos lhes atribuindo ao dizer que tém mtencionalidade. Apesar
disso ser verdade, existe um obstaculo nio percebido por ele: a definicio daquilo que atribuimos a
outra pessoa (ou maquina, ou animal, ou coisa), ou seja, da intencionalidade, da mente ou do
pensamento, ¢ dada a partir de uma via de suposta maxima certeza em que os aspectos epistémicos e
metafisico se confundem. Em 1" pessoa, "o que sei de mim" se confunde com "o que sou". Searle esta
correto em dizer que os Testes de Linguagem nao sio condicoes suficientes para uma conclusio
ontologica acerca da mente daquele que ¢é testado, porém pelos motivos errados, pois ele somente
pode falar acerca de si proprio em uma condicao na qual seus estados mentais lhe sao transparentes.
Quando saimos do Quarto, estamos novamente na condicio de meros observadores, momento em
que nossas afirmacoes sobre algo submetido a um teste sao, principalmente, epistémicas, pols a mente
ou a intencionalidade alhelas ndo podem ser determinadas por vias seguras. Nao se segue do fato de
que "se1 o que sou" que "eu sel quando algo é como eu', porque existe uma assimetria caracteristica dos
1estes de Linguagem que nao pode ser superada pela mera passagem de uma perspectiva a outra. Aqui
temos um aceno ao solipsismo.

Nossa resposta ao filosofo € ratificada pela tréplica de Turing a Objecio da Consciéncia, porque
ela pode ser traduzida nos termos da intencionalidade que Searle (1980) defende. Segundo o

matematico e cientista da computacao esse modo de pensar parece ser, antes de tudo:
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[...] uma negacio da validade do nosso teste. De acordo com a forma mais extrema
desta visdo, a Ginica maneira pela qual alguém poderia ter certeza de que uma maquina
pensa é ser a maquina e sentir a si mesmo pensando. Alguém poderia entio descrever
esses sentimentos para o mundo, mas € claro que ninguém estaria justificado em tomar
conhecimento. Da mesma forma de acordo com esta visio, a inica maneira de saber
que um homem pensa é ser aquele homem em particular (Turing, 1950, p. 446).

E o solipsismo €, de certo modo, uma outra versio, ainda mais radical, do Problema das QOutras
Mentes.

Uma maneira de evitar essa consequéncia indesejada é aceitar que possamos fazer afirmacoes
de valor ontologico acerca de outras coisas com base em nossa auto reflexdo e naquilo que podemos
observar de seu comportamento, mesmo que suas causas estejam ocultas. Nesse sentido, poder-se-1a
sustentar a mistura entre as perspectivas ontologica e epistémica. Porém, 1sso seria como dizer que
analogias nao sao apenas metaforas, mas tém valor epistemoldgico-ontoldgico, pois nos permite dizer,
em sentido forte, que "algo que observo e considero se comportar como eu, ¢ uma coisa de mesmo
tpo'. Adotar essa postura, por um lado, tem uma grande consequéncia para a Inteligéncia Artificial,
porque seria suficiente que uma maquina ou um programa realizasse funcoes que consideramos tipicas
da "Inteligéncia humana" (se comunicar como nés, por exemplo) para concluirmos corretamente: sim,
maquinas podem pensar, falar ou ter intencionalidade. Mas, por outro lado, temos também uma grave
conclusio: fica cada vez menos claro o que significa ser humano - é ser racional, ser capaz de expressar
os pensamentos, parecer ter intencionalidade? Se a maquina pode ser inteligente, nao ¢ 6bvio por qual
motivo nao podemos operar segundo programas.

Nio obstante, um opositor hipotético poderia sustentar que € possivel defender a fusiao entre
as vias metafisica epistémica na arquitetura dos 7estes de Linguagem, porque (1) a via epistémica ¢é
suficiente para revelar a estrutura metafisica/ontolédgica do sistema e (2) a via epistémica nao é suficiente,
mas como nao temos outra, s6 o que temos sio "predicoes” baseadas em comportamentos'. Contudo,
mostramos que (1) é falso, pois o resultado do teste nao ¢ suficiente para revelar a estrutura ontologica
do sistema (aqui concordamos com Searle). Além disso, apesar de (2) ser uma proposta com menos
comprometimento metafisico, leva-nos a um dos cenarios montados por nossas conclusoes: ou ao
Problema das Outras Mentes ou ao solipsismo, porque nao saberiamos e nem poderiamos dizer
quando algo tem mente ou nao; ou ao estabelecimento de uma simetria entre o processo do
pensamento e a execucao de algoritmos por computadores adequadamente programados.

Se esse posicionamento nao agradar, portanto, frente ao risco do solipsismo, resta uma opc¢ao:
assumir que o /logos, a razao, a capacidade de comunicacio, o sucesso em 7estes de Linguagem e a

mtencionalidade, bem como outros marcos tio imediata e intuitivamente aceitos como de humanidade,

11 Agradecemos ao avaliador anénimo por esta observacao.
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na verdade, nio o sao. De um jeito ou de outro, encarar um Captcha (Completely Automated Public
Turing test to tell Computers and Humans Apart - Teste de Turing publico completamente
automatizado para diferenciar computadores de humanos) é angustiante, pois ¢ mais obscuro do que

1maginavamos dizer se sou ou "nao sou um robo".

CONSIDERAGOES FINAIS

Na Introducio deste artigo, anunciamos que mostrariamos que uma certa competéncia
linguistica, identificada pelo desempenho em um 7este de Linguagem, ainda nao seria suficiente para
o reconhecimento de uma inteligéncia como uma propriedade intrinseca. Vejamos explicitamente
como 1sso foi alcangado no decorrer do nosso trabalho.

Na Primeira Secio, mostramos que, para os antigos, por exemplo, a linguagem se relaciona
mtimamente com /ogos na definicao de ‘o que é ser humano’. Mas René Descartes vai além, pois,
diante da davida metddica, antes de invocar a existéncia de Deus como principio metafisico para o
conhecimento, hia somente uma certeza maxima: "eu sou uma coisa pensante'. Como vimos, em seu
dualismo, pensar é uma atividade da alma (mente), jamais do corpo. Mas o que garante que outras
pessoas nao sejam automatos? O fato de maquinas e animais nao serem capazes de expressar seus
pensamentos, porque 1sso €, para ele, marco da alma humana. Assim, segundo Descartes, a linguagem
¢ uma capacidade inerente e exclusiva do ser humano derivada de sua natureza particular. Por ultimo,
expusemos a proposta de John Searle, para quem a linguagem, enquanto objeto, nao possui nada de
mtrinsecamente especial, logo, nio €, ela mesma, marco de humanidade. A intencionalidade, na sua
visao, desempenha esse papel. No entanto, o problema de Descartes pode ser transposto para sua
abordagem, pois nao ¢ claro como podemos inferir que a exibicao de qualquer capacidade ou funcio
consiste num rnarco de intencionalidade. Em suma, ha um problema sério em estabelecer marcos da
natureza humana por meio da observacao do comportamento linguistico, porque ou consideramos a
priori que nada mais pode possui-lo, ou nao podemos saber quando ele ¢ intencional ou nio.

Na Segunda Se¢ao, baseados na forma geral no_Jogo da Imita¢io de Alan Turing, apresentamos
anocao de Testes de Linguagem. Com 1sso, fomos capazes de identificar outros testes do mesmo tipo
em Descartes e em Searle. Ademais, explicamos que hd duas interpretacoes possiveis no caso de uma
maquina obter sucesso em um 7este de Linguagem: uma ontoldgica, que atribul ao participante uma
propriedade mtrinseca (inteligéncia, intencionalidade, racionalidade); e outra epistémica, que nio se
mmplica com nada além do fato de reconhecer uma capacidade comportamental aniloga a do ser

humano na maquina. Essa distin¢ao fica mais evidente quando analisamos o Arngumento do Quarto
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Chinés. Aceitamos o que defende John Searle, os Testes de Linguagem nio sao suficientes nem
essencials a uma conclusao ontoldgica acerca da mente daquele que é testado, porque a linguagem,
enquanto objeto acessivel ao exame alhelo, nao remete, mtrinsecamente, ao que ¢ qualidade de ser
humano. Porém, aqui temos um percal¢o: o tnico cenario em que 1sso ocorre ¢ quando fazemos
afirmacoes acerca de nds mesmos em nossos pensamentos. A maxima certeza, tanto para Searle como
para Descartes, ¢ alcancada no plano em que os aspectos ontoldgico e epistémico estio misturados,
quando "o que sou' se confunde com "o que ser de mum'. A confusio ocorre ao se passar de uma
mterpretacio a outra como se suas validades tivessem o mesmo grau. Isso leva, inevitavelmente, ao
Problema das Outras Mentes.

Na Terceira Se¢io, mostramos que as conclusoes que fazemos a nosso respeito sio de
qualidade muito diferente daquela que fazemos sobre outras. No primeiro caso, temos acesso das
razoes ou das causas pelas quais se fala ou se faz determinadas coisas, pois, ao que tudo indica, temos
acesso epistémico direto a nossa consciéncia, o que nos permite estabelecer conclusoes ontologicas
fortes. Ja no segundo, nio ¢ uma consequéncia logica que, da observacio de um comportamento ou
desempenho em 7Teste de Linguagem, haja ali uma entidade com determinadas propriedades
mtrinsecas. Nesta situacao, entretanto, a conclusio negativa, de que nao ha ali uma entidade com
determinadas propriedades mtrinsecas, também nao é possivel. Por 1sso John Searle esta correto:
Testes de Linguagem nio sao suficientes para dizer que uma maquina é uma Inteligéncia Artificial no
sentido forte. Mas também nio sio suficientes para dizer qualquer outra coisa além de "eu sei quando
penso, compreendo ou tenho estados intencionais”, porque nao nos da acesso a base ontologica que
fundamenta o comportamento linguistico.

Todavia, a conclusio a que chegamos é uma inclinacao ao solipsismo, o qual se configura como
um caso mais radical do Problema das Qutras Mentes. Se quisermos eviti-la, temos de nos
comprometer com a interpretacao ontologica dos 7estes de Linguagem e, por conseguinte, com a
possibilidade de existéncia da Inteligéncia Artificial no sentido forte. Caso essa postura nao agrade,
teremos de assumir que nao compreendemos claramente o que sao prerrogativas humanas, sejam eles
mtencionalidade, pensamento ou sucesso no 7este de Turing

Assim, ao refletir sobre os Testes de Linguagem no tocante a Inteligéncia Artificial, além da
conclusio negativa que apresentamos acerca deles, fomos levados a uma outra, essencialmente
filosofica e contratuitiva: talvez nao saitbamos com maxima certeza o que somos. No nosso mundo,
onde as IAs tém grandes capacidades generativas de texto (ChatGPT), de imagens (DALL-E,
Midjourney), de video (Sora), bem como de dudio e musica (Suno), é cada vez mais dificil dizer quando
qualquer um desses objetos é produzido por uma maquina. Nesse contexto, como vimos, ¢ um erro

msistir nas estratégias para fazer distin¢iao ontologica entre maquina e ser humano com base apenas no
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conteudo que fornecem, porque nio ha qualquer teste para rmarco de humanidade confiavel baseado
nisso. Alguém pode rejeitar nossa conclusao, alegando que podemos dizer quando uma imagem ¢ feita
por IA, ja que basta procurar por padroes repetidos ou maos com muitos dedos para se dizer que é
um produto gerado por programa. Contudo, nio podemos deduzir que serd impossivel um
computador, adequadamente programado e construido, produzir conteudos perfeitamente
qualificivels com algum "selo de qualidade humana."

Dessa forma, retornamos a nossa conclusao derivada do nosso argumento acerca da
msuficiéncia dos 7estes de Linguagem: ¢ possivel uma Intehigéncia Artificial tanto quanto sermos
maquinas executando programas. E, se 1sso nos mcomodar, podemos suspendé-la, mas temos de
assumir que aquilo que tradicional e intuitivamente acreditamos e temos por tao certo do ser humano,
esta profundamente abalado. Nossa reflexio sobre a IA nos diz que nao sabemos o que € preciso para

dizer "ndao sou um robd".

Artigo recebido em: 14/09/2024
Artigo aceito em: 14/01/2025
Artigo publicado em: 31/03/2025

180



] Revista de Estudantes de Filosofia
rf \‘ I da Universidade de Brasilia

REFERENCIAS

ARISTOTELES. Politica. Traducio e notas de Antonio de Castro Caeiro. Edicio bilingue. Sio Paulo:
Martins Fontes, 2001.

AVRAMIDES, A. The sceptic, the outsider, and other minds. 7opoi, Springer Verlag, v. 42, n. 1, p.
175-186, 2023. DOI: https://do1.org/10.1007/s11245-022-09827-9.

AYGUN, Omer. Human logos i Aristotle. /m: KIRKLAND, Sean D.; SANDAY, Eric (orgs.). A
companion to ancient philosophy. Evanston, Illinois: Northwestern University Press, 2018. (Rereading
ancient philosophy), pp. 177-191.

BRENTANO, F. Psychology from an Empirical Standpoint. London: Taylor & Francis Litd -
Routledge, 2014. Origimally published in 1874.

BRINGSJORD, S.; GOVINDARAJULU, N. S. Artificial Intelligence. Im: ZALTA, E. N,
NODELMAN, U. (Ed.). The Stanford Encyclopedia of Philosophy. Summer 2024. [S.1.]: Metaphysics
Research Lab, Stanford University, 2024.

COPELAND, J. The Turing test. Minds and Machines, v. 10, n. 4, p. 519-539, 2000. DOI:
https://doi.org/10.1023/A:1011285919106.

CRANE, Tim. Contemporary issues i the philosophy of mind. Cambridge: Cambridge University
Press, 1998.

DESCARTES, René. Os Pensadores: Discurso do método; Meditacoes; Objecoes e respostas; As
Paixoes da Alma; Cartas. Traducao de J. Guinsburg e Bento Prado Junior. Sio Paulo: Abril Cultural,
1973.

HULSZ, Enrique. Heraclitus on logos: language, rationality and the real. Zr: SIDER, David; OBBINK,
Dirk (ed.). Doctrine and doxography: studies on Heraclitus and Pythagoras. Berlin; Boston: De
Gruyter, 2013, pp. 281-302.

HUSSERL, E. Ideias para uma Fenomenologia Pura e uma Filosofia Fenomenologica: Introducio
Geral a Fenomenologia Pura. Revista e ampliada. Sao Paulo: Ideias & Letras, 2006.

HUSSEY, Edward. Epistemology and meaning in Heraclitus. Zr: SCHOFIELD, Malcolm;
NUSSBAUM, Martha Craven (ed.). Language and logos: studies in ancient Greek philosophy
presented to G. E. L. Owen. Cambridge: Cambridge University Press, 1982, pp. 33-61.
JEFFERSON, G. The mind of mechanical man. Lister Oration for 1949. British Medical Journal,v. 1,
n. 4616, p. 1105-1121, 1949. Disponivel em: http://www.jstor.org/stable/25372573. Acesso em: 07 jan.
2025.

JOHNSTONE, Mark A. On ‘Logos’ in Heraclitus. Zm: INWOOD, Brad (ed.). Oxford studies
ancrent philosophy. V. 47. Oxford: Oxford Academic, 2014, pp. 1-29. Online edn, 17 nov. 2016. DOI:
https://doi.org/10.1093/acprof:0s0/9780198722717.003.0001.

MOOR, James H. The status and future of the Turing test. Minds and Machines, v. 11, n. 1, p. 77-93,
fev. 2001. DOI: htips://doi.org/10.1023/A:1011218925467.

PERNU, Tuomas K. The five marks of the mental. Frontiers in Psychology, v. 8, 07 jul. 2017. DOI:
https://doi.org/10.3389/fpsye.2017.01084.

PICCININI, Gualtiero. Turing's rules for the imitation game. Minds and Machines, v. 10, p. 573-582,
nov. 2000. DOI: https://doi.org/10.1023/A:1011246220923.

PLATAO. Teeteto e Critilo. Traducio de Carlos Alberto Nunes. Belém: Universidade Federal do
Para, 1988.

RUSSELL, S.]J.; NORVIG, P. Artficial intelligence: a modern approach. Malaysia: Pearson Education
Limited, 2016.

181


https://doi.org/10.1007/s11245-022-09827-9
https://doi.org/10.1023/A:1011285919106
http://www.jstor.org/stable/25372573
https://doi.org/10.1093/acprof:oso/9780198722717.003.0001
https://doi.org/10.1023/A:1011218925467
https://doi.org/10.3389/fpsyg.2017.01084
https://doi.org/10.1023/A:1011246220923

] Revista de Estudantes de Filosofia
rf \‘ I da Universidade de Brasilia

SARTRE, Jean-Paul. The psychology of the imagination. London: Routledge, 1995. Originalmente
publicado em 1940.

SCHANK, R. C.; ABELSON, R. P. Scripts, Plans, Goals, and Understanding. Hillsdale, N J.:
Lawrence Erlbaum Press, 1977.

SEARLLE, J. R. Minds, brains, and programs. Behavioral and Brain Sciences, v. 3, n. 3, p. 417-424,
1980. DOI: https://do1.org/10.1017/5S0140525X00005756.

SEARLL, J. R. Reductionism and the rreducibility of consciousness. In: FLANAGAN, O.].; BLOCK,
N.; GUZELDERLE, G. (ed.). The Nature of Consciousness. [S.1.]: MIT Press, 1997, pp. 69-80.
SEARLLE, J. R. Dualism revisited. Journal of Physiology, v. 101, n. 4-6, p. 169-178, 2007.

SEARLLE, J. R. Intencionalidade. Sao Paulo: Editora Martins Fontes, 2002.

TROTT, Adriel M. Logos and the political nature of anthropos in Aristotle’s Politics. Polis, v. 27, n.
2, p. 292-307, 2010. Disponivel em: https://ssrn.com/abstract=3369901. Acesso em: 07 jan. 2025.
TURING, A. M. Computing machinery and intelhigence. Mind, New Series, v. 59, n. 236, p. 433-460,
1950. DOI: htips://doi.org/10.1093/mind/1.IX.236.433.

WEIZENBAUM, J. Eliza - a computer program for the study of natural language communication
between man and machine. Communications of the Association for Computing Machinery, v. 9, p. 36-
45, 1966. DOI: https://dot.org/10.1145/365153.365168.

WEST, Martin L. Farly Greek philosophy and the Orient. Oxford: Clarendon Press, 1971.
WINOGRAD, T. A procedural model of language understanding. Ir: SCHANK, R.; COLBY, K.
(Ed.). Computer Models of Thought and Language. San Francisco: W. H. Freeman, 1973, pp. 152-
186.

182


https://doi.org/10.1017/S0140525X00005756
https://ssrn.com/abstract=3369901
https://doi.org/10.1093/mind/LIX.236.433
https://doi.org/10.1145/365153.365168




