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Abstract

[Purpose] To examine the origin and evolution of China’s social credit system.
[Methodology/Approach/Design] A doctrinal approach is employed with secondary sources.
[Findings] China’s social credit system has some adverse effects on the fundamental principles of international human rights law.


INTRODUCTION

The Chinese government introduced the Social Credit System (SCS) to improve the socialist market economy system, to reform social governance, to create a positive living environment, to enhance the nation’s competitiveness, to promote social development, and, which is a broad statement to say the least, to
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improve civilization (LIANG e colab., 2018). The SCS is theoretically defined as both an essential part of the socialist market economy system and of social governance (ZHANG, 2020). Two essential elements are included in the foundation of SCS: (i) an infrastructure to score members’ credit and (ii) a complete network system containing credit records for all members of the Chinese society. More precisely, the system sets a mechanism of reward and punishment to encourage creditworthiness and to limit non-creditworthiness to improve the degree of compliance with it (KOTSKA, 2019).

According to Beijing, establishing such a system is deemed to be essential in developing a “more civilized” and “more harmonious” society. Because the degree of “trust” among economic entities in the Chinese society is deemed to be too low by the government, the latter wishes to rebuild that trust (SHEN, 2018). It is part of a strategy devised by the General Secretary and President Xi Jinping to bring back stronger Confucian ethical traditions into Chinese society (See LAMS, 2018).

Xi Jinping continued his commitment to promoting China’s cultural and philosophical history as a valuable resource for strengthening the Chinese Communist Party (CCP)’s performance since his election as party leader (See NEEDHAM, 1960). Xi has drawn on analogies from the ancient philosophy of Chinese political practice to propose cadre management and anti-corruption measures. Despite the CCP’s prior anti-traditionalist policies from early 1950s until Xi Jinping taking paramount power in 2008, Xi today portrays the CCP as the natural inheritor and beneficiary of China’s cultural heritage (KUBAT, 2018).

“Social Credit System” was officially referred to for the first time as a legal document in the planning outline for constructing a Social Credit System from 2014 to 2020 issued by the State Council of China on June 14th, 2014 (STATE COUNCIL OF THE PEOPLE’S REPUBLIC OF CHINA, 2014). However, in 2002, Jiang Zemin, the General Secretary of the CCP, was the first to use the term “social credit system” in his speech at the 16th Congress of the Chinese Communist Party (JIANG, 2002). The Chinese SCS resembles credit systems in liberal democracies in specific ways (GRIFFITHS, 2019; WONG and DOBSON, 2019). This point can be explained by the fact that SCS “derives from its Western counterpart” and that “Chinese law may, in many respects, not be fundamentally different from its Western counterpart” (SÍTHIGH and SIEMS, 2019). However, the Chinese and Western credit systems have some profound differences

---

1 The CCP seized power in 1949, absorbing and reproducing long-standing statecraft and power norms in order to project power and increase legitimacy in a modernist fashion (TATLOW, 2018). Deng Xiaoping then implemented the Cultural Revolution from 1966 to 1976, which is heavily criticized by Xi Jinping—“The destruction in the Cultural Revolution was particularly severe. Everything was condemned, the good things from our ancestors were also tossed out.” (BUCKLEY, 2014)
China’s Social Credit System

China’s Social Credit System “is apparently not equipped to centralise and share the raw information that each department holds about citizens” (ARSÈNE, 2019). On the other hand, the SCS “is not based on the subjective ratings by other citizens” (SÍTHIGH and SIEMS, 2019). Furthermore, the SCS is operated by the Chinese government, rather than private actors like in the Western world (NGUYEN e colab., 2020).

In China, a planning outline of the CCP can be understood as a normative legal document – it is a unique feature of socialist countries (BUI, 2017). More specifically, it contains legal norms for other institutions in the state apparatus to implement. In the planning outline, the CCP analyzed the development situation of the SCS in “the decisive phase of economic structural transformation and the refining of the socialist-oriented market economy system begun.” The Party also stated that to move the construction of a social credit system forward comprehensively, China must continue to follow Deng Xiaoping’s Theory, the important “Three Represents” thought, and the scientific development view as guides, acting by the spirit of the 18th Party Congress, the 3rd Plenum of the 18th Party Congress, and the “12th Five-Year Plan.”

In fact, in 2007, the State Council of China released a Notice of Interministerial Conference System to build a social credit system including 15 state offices in commerce, tax, and banking (STATE COUNCIL OF CHINA, 2007). The number of state offices involved in the construction of SCS by 2012 increased to 35, including the financial sector and other areas such as health, education, and agriculture (STATE COUNCIL OF CHINA, 2012). In addition, several studies report that the SCS has been piloted at a local unit in northern Shanghai since 2010 (MURRELL, 2018). However, aside from the general and entirely theoretical content mentioned in the planning outline for constructing a Social Credit System from 2014 to 2020, there has been almost no official statement detailing how to collect information, data sources, or the entire SCS works since then.

According to the annual report of China’s National Public Credit Information Center (NPCIC) (KUO, 2019), would-be travelers are banned from buying airline and train tickets 17.5 million times and 5.5 million times,

---

2 Deng Xiaoping adopted a theory so-called “socialism with Chinese characteristics” merging capitalism into central planning to boost productivity, enhance Chinese culture, and enhance populist interests. Deng distinguishes socialism and capitalism based on the state intervention for economic outcomes (MOAK and LEE, 2015). Socialist countries always attempt to forge their identity through neologism by creating socialist version of Western theories, such as rule of law and market economy (BUI, 2014; GILLESPIE, 2006).

3 The idea of the “Three Represents” holds that the CCP represents the most developed forces of production, the most developed culture, and the most fundamental interests of the vast majority of people (FEWSMITH, 2003).

4 See (AHO e DUFFIELD, 2020; CREEMERS, 2018; LEE, Michelle, 2019).
respectively. In order to accomplish this plan, China installed a vast network of 200 million CCTV cameras across the country (CARNEY, 2018). It is meant to monitor each person every single minute, at every step, for every action taken and it also implies that every item purchased can be tracked and evaluated to score an individual’s credit in real-time.

Currently, China accomplished the goal of establishing a legal system with fundamental standards and regulations on a social credit system; a system of credit investigation and assessment for the entire community based on information sharing; a credit monitoring and management system; to have created a relatively complete credit service market system, and a fully promoted mechanism of credit score encouragement and sanctions (See CHEN, Yu-Jie e colab., 2018; ROBERTS e colab., 2021).

Western reporting has only covered the 2014–2020 period thus far, and the most of it has taken the form of criticism of the evaluation criteria (e.g., political loyalty, a highly problematic principle in the West) (WOESLER e colab., 2019). It has depicted and condemned a system of almost complete surveillance, a lack of the rule of law, a disdain for data protection and privacy, and has primarily concentrated on dramatic individual outcomes (as in the event of system failures or draconian punishments) (WOESLER e colab., 2019). It primarily refers to decreasing credit scores and the punishments meted out to those deemed to have low credit scores by the Chinese government.

Specific examples are given as follows. At the end of 2013, the Chinese Supreme Court published the names and information of more than 31,000 people supposed to fail or delay their repayment obligations in civil transactions on its official website. Along with disclosing personal information, defaulters placed on that blacklist were prevented from booking a room at 3-star or more hotels, air tickets, high-speed train tickets, or charged a higher fee for car booking (CHAN, 2017). As of April 21, 2020, anyone who visited the Chinese Supreme Court’s website can access the blacklist of 13 million citizens with their names placed on it.

In 2015, the People’s Bank of China granted licenses to eight significant companies to test the construction and operation of the credit system (CENTRAL BANK OF CHINA, 2015). Sesame Credit of Alibaba Group and Tencent with the WeChat application is notable names listed. The credit assessment of the individuals involved is based on data from at least 400 million customers of Alibaba’s online shopping and payment platforms and 850 million WeChat users.

5 The legal instrumentalism in China has long been criticized by the West, especially concerning human rights (See POTTER, 2011; WANG, Juan e TRUONG, 2021). Since China adopted the SCS, the literature focused on the privacy protection under the mass surveillance (See RAGHUNATH, 2020).

6 http://zxgk.court.gov.cn
Accordingly, the system collects user purchasing and payment information, then develops a unique credit score system and commercial benefits depending on user credit ratings, such as priority for hotel reservations.

Thus, it can be understood that the SCS planned by the Chinese government encompasses many different interdependent social credit rating systems (LIU, 2019; THE GENERAL OFFICE OF THE CENTRAL COMMITTEE OF THE COMMUNIST PARTY OF CHINA, 2016). It is believed that in the future, China will establish a unified social credit rating system under the state management as stated in the planning outline on the SCS from 2014 to 2020. In detail, some credit system scoring citizens are named as follows: Supreme Court Blacklist; Central Bank’s credit rating; Alibaba Group’s Sesame Credit; Tourism blacklist of the Ministry of Culture and Tourism and the National Development and Reform Commission’s Blacklist (LI and ZHAO, 2019).

Algorithmic Ambiguity

In terms of punishment, no one knows how many penalties the Chinese government will apply to citizens with low credit scores in the future (BACH, 2020). While there are some guidelines for blacklists (e.g., evidence of non-compliance), one may readily conceive an extensive range of regional variances. Blacklists have spread to the point where breaches of administrative rules (not only court orders) constitute grounds for placing someone on a blacklist, and any institution can institute blacklists (CREEMERS, 2018).

This does not appear to have impacted the system’s apparent high levels of popular support, particularly among those who stand to benefit the most from the rewards (e.g., well-off, educated, urban males), but also more broadly among those who see the system as a reasonable faith effort to improve people’s quality of life (KOSTKA, 2019; RUENGRANGSKUL and WENZE, 2019). However, there is no way of knowing how all of one’s offenses will sum up. While people should always be told before being placed on a blacklist and given the opportunity to appeal or remove themselves by compliance, this does not always appear to happen. Furthermore, even though public data often has a 5-year sunset clause, there is little control over how third parties may harvest or re-use released data, let alone hostile operators who may break into the system (CHEN, Yongxi e CHEUNG, 2017).

However, in 2016, CCP Central Committee General Office, State Council General Office published the full text of “Opinions concerning Accelerating the Construction of Credit Supervision, Warning and Punishment Mechanisms for Persons Subject to Enforcement for Trust-Breaking” (CREEMERS, 2016). Accordingly, a person can suffer sanctions in the following main groups: (i) restrictions of engaging in particular sectors or affairs; (ii) restrictions on
government support or subsidy; (iii) restrictions on qualifications to hold positions; (iv) restrictions on access qualifications; (v) restrictions in terms of honour and credit awarding; (vi) restrictions on special market transactions; (vii) restrictions on conspicuous consumption and related consumption (CREEMERS, 2016).

The nature of the SCS can be paradoxical. Suppose the social credit system was completely opaque, and no one knew why they were on a black or red list (AHMED, 2019). The system’s stated goal of encouraging responsible behavior would be impossible to achieve, as learning from it would be impossible. Meanwhile, the other end of the spectrum is also problematic: if the system is entirely transparent, it will be open to large-scale gaming, and norm compliance will resemble market transactions, contradicting the system’s declared goal of reconciling morality and the market. Englemann et al. conclude that keeping the system semi-transparent helps it to guard against the “transformation of moral activity into market transactions,” a risk that appears as an unwelcome but seemingly inevitable by-product of a scoring system that adapts market-based governance procedures (ENGLEMANN and colab., 2019, 10).

To sum up, China’s Social Credit System (SCS) is, in essence, a system established to gather all information on all aspects, including but not limited to living activities, traveling, shopping, payment, entertainment, making friends, individual’s expression on a social network which are all used to evaluate and score every behavior of each individual, and then to encourage behaviors that are considered good, and to punish those who are inadequate according to the standards set by this system. In other words, SCS is an “always-on” system that continuously collects data from a broad and expanding array of behavioral traces and feeds it into algorithmic systems that generate the rewards or punishments intended to change the social environment.

Role of Artificial Intelligence in SCS

On July 8, 2017, China’s State Council released the New Generation Artificial Intelligence Development Plan by 2030 (THE STATE COUNCIL OF CHINA, 2017). In particular, artificial intelligence (AI) technology has been identified as a tool to significantly improve the capacity and degree of national and social governance in China7. Indeed, with the ambition to build a system capable of information gathering and management and behavior assessment of 1.3 billion people, SCS is undeniably driven to be built upon the achievements of artificial intelligence (AI) technology.

Roles and tasks of AI in SCS include:

---

7 The use of AI probably poses some threats to privacy (See LAFRANCE, 2020).
Face Recognition: The most basic and vital technology in SCS in which, based on images collected from CCTV cameras, AI is tasked to compare with the database of 1.3 billion people and calculate to know who is being followed, distinguish each person in the crowd, and immediately link to the database relating to this person. It is noted as a job that no one or a mechanism based on human capability can do. When blacklisted people, for example, go through certain intersections in Beijing, AI instantly recognizes faces to spot the person in the crowd and immediately releases an alert with their photos and ID numbers on the big screen (CAMPBELL, 2019).

Behavior Tracking and Analysis: Identified individuals, cameras, microphones, or any other means are controlled to track and detect behaviors by AI. It could be buying an item from a supermarket in which AI, thanks to the development of technology, can tell what it is from the image. In addition, internet behaviors can be evaluated and collected by AI. For instance, consuming too much alcohol or junk food and playing too many video games are some of the actions the Chinese government considers that they are “bad behaviors”, which warrant punishment (KOTSKA, 2019). However, the government can get a taste of its own medicine because this policy fosters ingrained corruption instead of promoting the expected better citizenry (LILLY, 2018). It is worth mentioning that China’s SenseTime, the world’s most valuable AI startup, is now providing Chinese governments surveillance solutions in which AI can screen out online videos, read and recognize languages to remove videos that contain pornographic or text containing messages deemed sensitive by the Chinese authorities (JING, 2018).

Citizen Grading: Based on all data collected by the system, compared to all behaviors identified as good or bad, AI, in the context of the Social Credit System, is coded to assess and grade every behavior of every citizen. It seems impossible to know how the Chinese government currently uses algorithms to score citizens. However, with the immense data volume of 1.3 billion citizens attached to a diverse system of human behaviors, it should be noted that the application of artificial intelligence is inevitable due to the size of this data.

Thus, from the practice of SCS implementation in China, it can be said that AI is a vital prerequisite for a system to track and score citizens like the SCS.

SCS’ IMPACT ON FUNDAMENTAL HUMAN RIGHTS

The SCS under the State Perspective

Rogier Creemers argues that the introduction of the SCS first derived from the ineffectiveness of the legal system: difficult situations in the enforcement of civil judgments, inadequate protection of intellectual property rights, environmental protection, and food safety remain prominent (CREEMERS,
2018). The Chinese leadership has recognized the situation, identifying the improvement of implementation and compliance mechanisms as a critical component of the legal reform agenda outlined at the 4th Plenum of 2014 (CCP CENTRAL COMMITTEE, 2014).

In addition, many indications show that the rapid development of China’s economy is not accompanied by the improvement of people’s behavior, self-awareness, and respect for cultural values in the citizen’s social life. Behaviors indicating poor awareness of Chinese tourists are recorded worldwide, or socially insensitive behaviors are reported that even the Chinese feel unacceptable (VOLODZKO, 2016; ZUO, 2013).

It is found that, in this context, the vigorous technological development lacking the practical mechanisms of human rights protection has provided Chinese leadership with the idea of a comprehensive citizen tracking and controlling system to improve the legal compliance of China’s citizens. In other words, the genesis of the SCS can be seen as the solution to an ineffective legal system and an education system that fails to achieve the goal of nourishing civilized generations in a society where human rights are less respected, and its protection mechanism remains blank. Rogier Creemers states that the SCS is basically framed as a set of mechanisms providing rewards or punishments as feedback to individual actions that are based not just on the lawfulness but also on the morality of their actions, which includes economic, social, and political conduct (CCP CENTRAL COMMITTEE, 2014; CREEMERS, 2018).

Three fundamental issues arise as to how the SCS works:

1. Is the government provided with the right to track and record all activities of the people?
2. Is the government provided with the right to assess the morality aspect of all people’s economic, social, and political actions under its ruling standards?
3. Is the government provided with the right to punish people in forms not currently regulated by law? (See AHO e DUFFIELD, 2020; BANNISTER e CONNOLLY, 2011; DAWES, 2010; HOU, 2017; LIANG e colab., 2018; QIANG, 2019)

“No” is the answer that should be given to all these three questions so that a State may still be considered as a genuine democracy. Provided within its Constitution, China upholds “the uniformity and dignity of the socialist legal system” as one of its basic fundamental principles. All acts of State organs must abide by the Constitution, and the law and accountability must be enforced for all acts that violate the Constitution or laws (Constitution of the People’s Republic of China, 1982).
of China 1982, Article 5). The Chinese socialist legal system has a top-down institutional design and it seems impossible to establish judicial review in such a system without judicial independence (CUI e colab., 2019; HUNG, 2004; ZHANG, Qianfan, 2018)\(^8\).

To the extent of each individual, the operation of the SCS, especially the imposition of penalties covering, among other things, the right to travel, study, or publish personal information anywhere, is seen to harshly infringe all the fundamental rights of citizens, which constitutionally remains a minority, including freedom of politics (Article 35), personal freedom (Article 37), personal dignity (Article 38), and the inviolable right to the home of citizens (Article 39).

It is found that SCS has switched the position of the people from empowering the state to manage society and protect its citizenship to being tracked, monitored, and controlled in every aspect. A more severe threat is shown since fundamental human rights such as travel, education, and political freedom supposed to be undertaken by the state are planned as rewards for those the state considers with a high credit score or physical deprivation of those the state scores low credit one.

A new social institution would be formed since the SCS operation is no longer a natural state in common sense. It also unavoidably raises questions related to transparency of the State in its dealings with its citizens. While using AI or any other means to score people since accepting such a social institution could exist. Yoshua Bengio, the father of AI, comments on the application of AI in SCS in an interview: “Technology, as it gets more powerful, outside of other influences, just leads to more concentration of power and wealth… That is bad for democracy. That is bad for social justice and the general well-being of most people” (KAHN, 2019).

In brief, the operation of SCS results entirely against the nature, role, and function of the state and thereby seriously violates citizens’ fundamental human rights values. Hence, any excuse or reason given to justify the existence and operation of a system like SCS in human society remains questionable.

**SCS under Personal Rights Infringements Perspective**

How China applied AI to collect and analyze personal information would have raised concerns about data credibility, data protection and invasion of privacy in China due to weak regulations and law enforcement (LEE, 2020). However, we are witnessing the internationalization of such an infringement of human rights. For example, China has exported AI tracking technology worldwide, including face recognition technology to Bolivia, Ecuador, and Peru (ROLLET, 2018); 110,000 tracking cameras with face recognition were exported.

---

\(^8\) Vietnam, a socialist neighbor, is in the same boat as China (See BUI, 2018).
to Singapore (JOPLIN, 2018); a total of 54 countries worldwide imported this technology (FELDSTEIN, 2019).

Governments use AI to track their citizens. Nowadays many top-tier technology companies today, namely Google, Facebook, Apple, and Twitter, consider it essential to gather and analyze user information used and exchanged as a profitable commodity. Facebook is even said to collect all information of non-Facebook users (WAGNER, 2018).

The threat imposed on privacy in these countries led to the event that United Nations General Assembly provided Resolution 68/176 in December 2013 on “The right to privacy in the digital age” (UN GENERAL ASSEMBLY, 2014). The resolution states that

“The right to privacy is to ensure: “no one shall be subjected to arbitrary or unlawful interference with his or her privacy, family, home or correspondence, and the right to the protection of the law against such interference and recognizing that the exercise of the right to privacy is important for the realization of the right to freedom of expression and to hold opinions without interference and is one of the foundations of a democratic society.” Following that, the right to privacy in the technological era has been viewed as a report of the United Nations High Commissioner for Human Rights as well as plenary discussions at the United Nations.

Privacy in the technological age has become an important and demanding content for implementing human rights on a global scale. In its conclusion, however, the annual report of the United Nations High Commissioner for Human Rights No. 27/37, dated 30 June 2014 (UNITED NATIONS HIGH COMMISSIONER FOR HUMAN RIGHTS, 2014) states: “practices in many States have, however, revealed a lack of adequate national legislation and/or enforcement, weak procedural safeguards, and ineffective oversight, all of which have contributed to a lack of accountability for arbitrary or unlawful interference in the right to privacy” (UNITED NATIONS HIGH COMMISSIONER FOR HUMAN RIGHTS, 2014).

Expressly, the right to privacy in the technological age includes the following aspects (CRAIG and LUDLOFF, 2011, p. 14–15):

“Noting that the rapid pace of technological development enables individuals all over the world to use new information and communication technologies and at the same time enhances the capacity of governments, companies, and individuals to undertake surveillance, interception, and data collection, which may violate or abuse human rights, in particular the right to privacy.”
(1) The right to privacy in communication activities, including the right to privacy in the way of using email, phone, and social media content.
(2) The right to privacy in living activities, including all acts of living, trading, traveling, and information seeking.
(3) Personal privacy, including photos, personal information, and information related to friends and relatives.

Provided with the definition of privacy stipulated by the United Nations and concretizing the aspects mentioned above, it is clear that SCS, as well as the citizen tracking systems around the world, or the user information collection systems of technology companies and social media platforms, for whatever purpose, is a blatant infringement of the privacy of individuals. A living environment where freedom of speech and other grounds of a democratic society is not guaranteed inevitably results from violating the right to privacy.

SCS and the Principles of Rights Limitation

In a democratic society, freedom is based on the idea that no right is considered absolute. The demands from social life and especially the requirements from public order leading to restrictions on the exercise of fundamental rights are believed necessary to protect the public order, which is guaranteed for these rights. Scholar Pierre Bon argues that public order “assumes a specific function of restricting freedoms only when compulsory and limiting the rights in a way commensurate with what the protection of other rights required.” (BON, 1975, p. 226)

Limitations of rights provide the state the power to infringe human rights to further commonly accepted legitimate goals—including domestic legality and compliance with international responsibilities. Article 29.2 of the UDHR states that the limitations of rights have to be determined by law solely to secure due recognition and respect for the rights and freedoms of others and to meet the just requirements of morality, public order, and the general welfare in a democratic society.\(^9\) As stated in the UDHR, there is a high presumption in favor of human rights, and Article 29.2 places the burden of evidence on those who seek to restrict such rights (BROWN, 2016).

Under international and domestic human rights laws, any limitations or restrictions of human rights must be explained and justified.\(^10\) It is based on

---

\(^9\) The notion of “law” in international human rights treaties usually has a broader—encompassing customary law and judge-made law in common law tradition because they are general norms and perceptible for individuals (SCHABAS, 2015, p. 336; TRIANTAFYLLOU, 2002, p. 60).

\(^10\) An international human right does not legally exist outside the limits drawn whether they are expressive or inherent (CHASKALSON, 2002; JOSEPH e CAPSTAN, 2013).
democratic principles, such as the idea that the law represents the will of the people and the rule of law, which provides the ability to know in advance any restrictions that the State may impose on the exercise of rights (TOMUSCHAT, 2013).

Mentioning rights and exceptions is considering the interactions between right holders and duty bearers—citizens and states because “the constitutional right and its limitations are flip sides of the same constitutional concept” (BARAK, 2010, p. 6). There is widespread misuse of state authority as the primary responsibility bearers worldwide, including in China. (GEARTY, 2017; PAUL and colab., 2017). States’ dual roles as primary guarantors of human rights and frequent abusers of those rights create an ongoing conundrum that international monitoring institutions work to resolve or at least lessen.

Specifically, “the notion of arbitrariness is not to be equated with “against the law,” but must be interpreted more broadly to include elements of appropriateness, injustice, lack of predictability and due process of law, as well as elements of reasonableness, necessity, and proportionality” (UN HUMAN RIGHTS COMMITTEE (HRC), 2014 para 12).

CONCLUSIONS

Artificial intelligence is a significant scientific and technological breakthrough (LAFRANCE, 2020). Nonetheless, various governments, technological companies, and social media platforms that use it to acquire personal data may infringe individual’s privacy (WANG, Zhong e YU, 2015). At the same time, the achievements of AI present the risk of a social paradigm where human rights may not be considered as important, and then they may not be respected.
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